




D U R A B L E  B Y  D E S I G N ?

Following the landmark Paris Agreement, policy makers are under pressure to adopt policies that rapidly
deliver deep, society-wide decarbonisation. Deep decarbonisation requires more durable policies, but not
enough is known about whether and how they actually emerge. This book provides the first systematic
analysis of the determinants of policy durability in three high-profile areas: biofuel production, car trans-
port and industrial emissions. It breaks new ground by exploring how key European Union climate poli-
cies have shaped their own durability and their ability to stimulate supportive political dynamics in socie-
ty. It combines state-of-the-art policy theories with empirical accounts of landmark political events such
as ‘Dieselgate’ and the campaign against ‘dirty’ biofuels, to offer a fresh understanding of how and why
policy makers set about packaging together different elements of policy. By shining new light on an im-
portant area of contemporary policy making, it reveals a rich agenda for academic researchers and policy
makers.
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Abstract

Following the landmark Paris Agreement, policy makers are under mounting political pressure to design
more durable climate policies that rapidly deliver deep, society-wide decarbonisation. But while the poli-
tical rationale for adopting such policies is regularly articulated, far less is known about whether and how
they emerge in the real world and thus what differentiates them from fragile policies that are amended at
the first sign of political opposition.

This book provides the first systematic analysis of the determinants of policy durability in three
high-profile areas: biofuel production, car transport and industrial greenhouse gas emissions. It breaks
new ground by going beyond the adoption of key European Union (EU) climate policies, to study the po-
licy feedbacks they have triggered over time. This new approach creates a fuller understanding of how
these policies have shaped both their own durability and, crucially, their ability to stimulate supportive
political dynamics in society.

Across nine chapters, it combines state-of-the-art policy theories with new empirical evidence to
explore how and why designers in the EU set about packaging together different elements of policy – in-
cluding broad, long-term goals and increasingly complex policy instruments. It reveals that the most du-
rable and effective policies have incorporated a subtle mix of design features that lock certain aspects
into place, but provide sufficient flexibility to prevent policy drift and redundancy.

In making fresh theoretical and conceptual linkages between the debates on policy durability, policy
feedback and policy design, it opens up a rich new agenda for both academic researchers and policy ma-
kers.
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Preface

Climate change is a grand societal challenge. The landmark 2015 Paris Agreement committed participa-
ting nations to limit warming to ‘well below’ 2°C above pre-industrial temperatures and to ‘pursue ef-
forts’ to limit the rise to just 1.5°C. It is widely accepted that achieving these commitments will require
an entirely new phase of decarbonisation which is both deeper – i.e. genuinely society-wide – and more
rapid than anything that has been achieved until this point. The Agreement interpreted ‘rapid’ to mean
countries peaking their emissions ‘as soon as possible’ so as to ensure no net greenhouse gas emissions
(‘net zero’) by the second half of this century. Deep decarbonisation is therefore a uniquely long-term
challenge: 2050 is well beyond the term of office of today’s politicians, and the two temperature targets
effectively apply forever.

Unfortunately, existing attempts to decarbonise are not deep or rapid enough. Globally, atmospheric
concentrations and emissions continue to rise, and there is a significant gap between current mitigation
efforts and the Paris commitments. Recent years have witnessed record heatwaves and fast-spreading
wildfires, resonating with scientific warnings that the Earth is at grave risk of tipping into a hothouse sta-
te. The publication, in late 2018, of an international scientific report on the impacts of a 1.5°C temperatu-
re rise triggered fresh political demands for new sources of mitigation to achieve net zero emissions well
before 2050. In many parts of the world, politicians are under mounting pressure both to establish very
long-term net zero targets and, in the near term, to adopt the detailed policies in areas such as electricity
generation, afforestation and car emissions, to ensure that they are eventually met.

Policy makers are not starting from a blank slate. In recent years, many new climate policies have
been adopted, particularly in the industrialised countries. However, collectively, they are not delivering
emission reductions rapidly enough to avert the risk of dangerous climate change. Often, it is not an ab-
solute lack of understanding of the science of climate change or the unavailability of technological solu-
tions that is holding back new policy efforts. More commonly, it is the politics of policy formulation, po-
licy adoption and policy implementation that is preventing more countries from peaking and, ultimately,
rapidly reducing their greenhouse gas emissions. Many existing policies are simply not stringent enough.
Others are not durable enough – they are weakened in the face of political opposition and thus fail to en-
trench deep decarbonisation dynamics in broader society.

In this book we explore the durability of climate policy making. Durability’s importance has been
repeatedly underlined by influential international bodies such as the Intergovernmental Panel on Climate



Change and eminent economists such as Nicholas Stern. Durable policies should nurture a society-wide
expectation that deep decarbonisation has begun and will persist through to the end of the twenty-first
century and beyond. The most durable policies are sustained by positive policy feedbacks that create a
more supportive form of politics around them that, in time, drives the next round of policy making to a
higher level of ambition. Consequently, key actors such as car producers and electricity generators beco-
me advocates of the policies. And crucially, over time they perceive the policies to be durable: once du-
rable policies have been adopted, deep and rapid decarbonisation is inevitable.

The aim of this book is to move from these well-known and widely deployed policy prescriptions
and explore how far they are actually applied by policy makers in the cut and thrust of everyday policy
design situations in the European Union, an enthusiastic adopter of new climate policies since the 1990s.
In particular, we attempt to understand whether policy designers in such situations seek to intentionally
create durable climate policies that are supported by positive policy feedback and, if so, why, how and
with what effects. In order to do so, we draw together and make fresh connections between several bo-
dies of literature (on policy design, policy feedback, policy instruments and policy change) that, by and
large, have not been connected together before.

We attempt to provide the first systematic analysis of the determinants of policy durability in three
politically salient areas: biofuel production, car transport and industrial greenhouse gas emissions. We
break new analytical ground by going beyond the adoption of key European Union climate policies to
study the policy feedbacks they have created over time, in order to arrive at a fuller understanding of
what shaped their own durability and, crucially, their ability to trigger deep decarbonisation dynamics
across society. Across nine chapters, we combine state-of-the-art policy and political theories with new
empirical evidence of decarbonisation to explore how and why designers in the EU set about packaging
together different elements of policy – long-term goals, instruments and specific instrument-level
settings.

In some respects, our central finding is uncontroversial: the most durable and effective climate poli-
cies incorporate a subtle mix of design features that lock certain aspects into place but provide sufficient
flexibility to prevent policy drift and redundancy. However, the more complex question – which we also
address – is in what circumstances do such policies emerge when politicians, businesses and voters are
under pressure to address near-term concerns? Climate change is, of course, only one among many socie-
tal challenges. However, we hope that by building new theoretical and conceptual linkages between the
debates on policy durability, policy feedback and policy design, we can open up a rich new agenda for
both academic researchers and policy practitioners.

Like many books, this one has been a long time in the writing. Andy Jordan did some of the initial
thinking during a Leverhulme Trust Major Research Fellowship (2010–2014) and the COST-funded Ac-
tion Innovations in Climate Governance (INOGOV). He would also like to acknowledge the financial
support provided by the ESRC CAST Centre (ES5012257/1). Funding from the INOGOV Action also



supported fieldwork in Brussels during Brendan Moore’s PhD research. This work directly informed the
sections on emissions trading. A number of other individuals played an important part in the writing and
publication of this book. At an early stage, three anonymous referees provided very helpful comments on
an initial book proposal and preliminary drafts of some of the chapters. As the manuscript began to take
shape, Dave Huitema, Tim Rayner and Sebastian Sewerin provided more detailed comments on revised
versions of the chapters in Parts I and III. Of course, the responsibility for any remaining errors or mis-
interpretations rests entirely with us. Alfie Kirk kindly turned a series of pencil drawings into the three
summary figures that appear in Chapter 9. Finally, at Cambridge University Press, Matt Lloyd, Emma
Kiddle and Sarah Lambert were very supportive from the early stages and helped us bring the book to
fruition.

Last but not least, we would like to thank our families for their continuous support (and patience!)
throughout the writing process.
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Part I
◈

Policy Durability



1

The Quest for Durability
When, Where and How Do Policies Feed Back into Politics?

◈

… governments stimulate […] industries dependent on […] legislation for their existence, and these
industries form the fighting legions behind the policy. The [policy] likewise […] [creates] […] losers
[who] adapt themselves to the new conditions imposed upon them, find themselves without the means to
continue the struggle, or become discouraged and go out of business. Is this not true, in varying degrees, of
nearly all other policies also? New policies create a new politics.

(Schattschneider, 1935: 288, emphasis added)

1.1 The Quest for Durable Climate Policies
Climate change is often described as a wicked policy problem par excellence. The Intergovernmental Pa-
nel on Climate Change (IPCC) has made the scientific case for cutting greenhouse gas emissions to ef-
fectively zero by the middle of this century (‘net zero’ emissions), most recently in its 2018 special re-
port on the most likely impacts of a temperature rise of 1.5°C (IPCC, 2018: 1). That report effectively
underlined the need for ‘rapid, far reaching and unprecedented changes in all aspects of society’ (IPCC,
2018: 1). The economic rationale for adopting such a radically different trajectory of human develop-
ment is well known. So why – to paraphrase Nicholas Stern (2015), one of the world’s leading climate
economists – is the world still waiting for deep and rapid decarbonisation to occur?

It is undeniably true that many new climate policies have been adopted by governments in the last
decade or so (Averchenkova et al., 2017). Indeed, climate change is arguably one of the most active
areas of environmental policy making (Huitema et al., 2011). However, the policies that have been adop-
ted are collectively not delivering emission reductions rapidly enough to avert dangerous climate change
(United Nations Environment Programme, 2018; van Renssen, 2018). To support deep and rapid decar-
bonisation, climate policies must certainly be sufficiently large in number and stringent in their ambi-
tions; but they should also be politically durable (Rose, 1990: 274). The word ‘durable’ means persistent,
steadfast and unyielding. Therefore, by definition, a policy that is durable lasts. Durable climate policies



nurture a society-wide expectation that deep decarbonisation has begun and will persist through to the
end of the twenty-first century and beyond. Above all, key actors should perceive such policies to be du-
rable: because deep and rapid decarbonisation is inevitable there is no point opposing the policy.

The importance of establishing durable climate policies has been repeatedly underlined by Stern
himself (2006: 368), by influential international bodies such as the IPCC (Parson and Karwat, 2011: 744)
and economists working in the World Bank (2010: 339–40). There is also a growing strand of academic
literature that identifies policy durability as a critical factor enabling decarbonisation (Eskridge and Fere-
john, 2001; Parson and Karwat, 2011: 751; Levin et al., 2012: 1271; Rietig and Laing, 2017: 576; Iaco-
buta et al., 2018: 10; Edmondson et al., 2018), at international, national and regional levels (Compston
and Bailey, 2008: 268; Webster, 2008: 60; Princen, 2009: 17; Keohane and Victor, 2011: 19). Borrowing
from Schattschneider (1935: 288), who is quoted in the epigram above, durable climate policies will
create and in turn be supported by ‘a new politics’ of deep decarbonisation. Politics and policy are, in
other words, two sides of the same coin, and should be studied that way accordingly.

As a broad starting point, in this book we define a durable policy as one that endures and is influen-
tial over a particularly long period of time. Such a policy fosters and sustains its own political support
base over time, triggering legacy effects ‘that endure even after the waning of the political forces that ge-
nerated the policy’s original enactment’ (Jenkins and Patashnik, 2012: 15). In the real world of politics, it
is often immensely difficult to design and secure sufficient support to adopt such policies (Goodin, 1996:
29; Glazer and Rothenberg, 2001: 110; Sidney, 2005: 80–81; Peters, 2018: 7). Ensuring that they endure
– that they have the capacity to ride out the inevitable political bumps in the road that lies ahead without
diminishing their effectiveness – is an altogether more challenging task. In climate policy making, elec-
tion-focused politicians often seek to persuade powerful societal actors to make long-term investments in
what are often new, unproven technologies such as electric cars, carbon capture and storage facilities,
and ultra-low carbon transport fuels (Glazer and Rothenberg, 2001: 6; Liang and Fiorino, 2013: 109).
Even if those actors agree to make such long-lasting investments, it does not necessarily mean that the
accompanying policies (or the investments) will endure: circumstances could very easily change and po-
liticians may opt to pursue different goals. The history of renewable energy deployment is littered with
examples of ambitious policies that secured sufficient support to be adopted, but were subsequently revi-
sed and/or subjected to sudden cutbacks that significantly disrupted the innovation and diffusion of new
green energy technologies (Cointe, 2015; Meckling, Sterner and Wagner, 2017: 920; Michaelowa et al.,
2018: 279; Gürtler et al., 2019). In the area of climate change, policies which were originally perceived
to be ambitious and politically popular have also been scaled back and some have even been completely
dismantled (van Renssen, 2018: 357; Rosenbloom et al., 2019: 168). Policy retrenchment has occurred
across the globe, including in Canada (Fankhauser, et al., 2015: 55), Australia (Pearse, 2017), the United
States (Rabe, 2016), Spain and Germany (Meckling, Sterner and Wagner, 2017: 920). The ‘inconvenient



truth’ is that a surprisingly large number of existing climate change policies have been neither durable
nor influential enough (van Renssen, 2018). Durable policies do not, in other words, appear to readily
‘design themselves’ (Howlett and Lejano, 2013: 11). This reality throws the contemporary challenge of
using policy to trigger rapid decarbonisation into stark relief.

Yet the very idea that policy durability is somehow difficult for policy designers to achieve runs
counter to a stream of work in public policy analysis. Schattschneider (1935: 288) expected new policies
to create ‘new’ forms of politics. The ‘new politics’ that make some policies durable flow from the new
coalitions of political support – comprising interest groups, businesses, policy makers and voters – that
inevitably spring up around them after the adoption process is complete. Kaufman (1976) famously clai-
med that because of these dynamics, all public policies eventually achieve a state of immortality. In his
widely cited work on welfare state policies, Pierson (1994) implied that durability in that area is relative-
ly common; policy dismantling is the conspicuously rarer phenomenon, only occurring when policies fail
to create sufficiently strong supportive coalitions or nurture new opponents.

The term ‘policy feedback’ refers to the variety of ways in which existing policies shape subsequent
politics and policy-making dynamics in ways that affect their durability (Béland and Schlager, 2019:
184). Schattschneider’s (1935) original observation greatly informed a growing literature that has sought
to understand more precisely how, when and for whom ‘new policies create a new politics’ (Pierson,
1993: 595; see also Kumlin and Stadelmann-Steffen, 2014: 5). Pierson (1993) did much to popularise po-
licy feedback, but the concept has deep intellectual roots. These were reviewed by Skocpol (1992: 58)
who also argued that feedback should be the focus of a dedicated research programme:

Too often social scientists […] forget that policies, once enacted, restructure subsequent political processes
[…] We must make […] policies the starting points as well as the end points of analysis: As politics
creates policies, policies also remake politics.

(emphasis added).

She too emphasised that policy and politics are two sides of the same coin. Policy feedback and policy
durability are thus interrelated concepts: a policy that fails to nurture a new and more supportive form of
politics is less likely to be durable than one that does, and vice versa. With respect to decarbonisation,
Meadowcroft (2011: 73) has made the same basic claim, arguing that more durable policies are needed at
all levels of governance to ‘create positive feedbacks driving further reform’.

However, since Skocpol’s penetrating insight, the literatures on policy durability and policy feed-
back have generally gone their own way, greatly limiting our ability to understand the durability of cli-
mate change policies. First, a significant proportion of policy feedback studies have concentrated on the
unfolding political effects of welfare state policies, which typically involve national governments distri-
buting large quantities of public money via pensions, unemployment and disability support. Concentra-



ted policy benefits are what most clearly differentiate these types of policy from others (Jacobs and Met-
tler, 2018: 347). Many climate change policies, on the other hand, are an example of a type of policy
which Lowi (1972) would recognise as more regulatory, meaning that they often involve imposing con-
centrated costs on target groups to generate long-term, relatively diffuse benefits (in the case of climate
change, via a more stable and habitable climate). In these conditions, relatively durable policies sustained
by positive policy feedbacks and new, more supportive forms of politics, are arguably much less likely to
appear than they are in some areas of social policy (Pierson, 1993; Weaver, 2010; Jacobs and Weaver,
2015). In fact, Lowi’s work and that of others (Heidenheimer et al., 1990: 309) suggests that regulatory
policies are more likely to generate the forms of political opposition hypothesised by Schattschneider
(1935), thus potentially rendering them significantly less, not more, durable. At first blush, this essential
insight does appear to broadly correspond to the unfolding empirical patterns of climate policy making
noted above.

Second, as academics we lack a sufficiently clear definition of policy durability (Thompson, 2012;
Carlson and Fri, 2013; Rabe, 2016), to put alongside definitions of policy feedback. Often, policy durabi-
lity is elided with other terms and concepts, including policy sustainability (Patashnik, 2003, 2008), poli-
cy stability (Rietig and Laing, 2017; Rosenbloom et al., 2019: 168), policy consistency (Biber, Kelsey
and Meckling, 2017: 628) and policy stickiness (Schmidt and Sewerin, 2017: 3; Schmidt et al., 2018).
Some academics have directly equated durability with stability, as when Jenkins and Patashnik (2012:
10) defined it as ‘the longevity of a legislative product’, i.e. how long a policy persists ‘in its original
form without significant change’. Thompson (2012: 17), equated durability with ‘political strength that
allows [policies] to resist retrenchment, erosion, or termination’. We will certainly incorporate these two
interpretations into our own analysis, but we also suspect that durability has other important dimensions
that also deserve to be considered, such as policy stringency. For example, some scholars have stretched
their definition of durability to include a policy’s ability not only to endure, but to expand and become
more stringent through time (Rietig and Laing, 2017). Carlson and Fri (2013) have, however, noted that
continual increases in stringency are not necessarily beneficial. In doing so, they have helpfully draw at-
tention to another potentially important distinction between a policy’s durability (stability) and its flexi-
bility. Rabe (2016: 105–106) further distinguished between three components of climate policy durabili-
ty, one of which focuses on stability (political resilience, ‘does the policy survive intact?’) and another
which focuses on flexibility (design flexibility). In what follows, we shall explain why and how all these
dimensions are pertinent. Indeed, there may often be an inherent tension between them both in principle
and in practice. In Section 1.4 we will explore why and how the manner in which these dimensions inter-
connect is particularly salient in an area of particular long-term policy making such as climate change.

Third, there is a great deal of ambiguity about the most relevant analytical dimensions of policy du-
rability. For us, three appear to be especially significant. The first relates to the means of policy, as ex-



pressed through specific implementing policy instruments. A particular policy instrument such as a tax or
a regulation is not durable if it is rapidly amended or even completely dismantled (Lazarus, 2009: 1193;
Thompson, 2012: 17; Carlson and Fri, 2013: 121). Although there is no accepted minimum time thre-
shold that an instrument must pass to be counted as ‘durable’, it is often equated with at least one electo-
ral cycle (Hacker and Pierson, 2014: 651; Rabe, 2016: 105–106).1 The second dimension concerns the
policy’s overarching goals, which of course are an expression of its stringency. Some recalibration of a
policy’s implementing instruments is likely if the policy as a whole is to remain on course to achieve its
goals (Hall, 1993), but a policy is unlikely to be durable if its goals are significantly changed (Patashnik,
2003: 207; Jenkins and Patashnik, 2012: 10; Chattopadhyay, 2015: 7). Finally, it is important to be mind-
ful of a policy’s outcomes, i.e. do the most durable policies actually produce the substantive effects that
their designers originally expected (Patashnik, 2003: 207; Schneider and Ingram, 2019)?2 Some policies
may become so durable that designers struggle to ‘keep up’ as the world changes around it (Hacker and
Pierson, 2014: 647). It has been argued that as they ‘drift’ (Béland, 2007), such policies may become
progressively less effective over time. For example, welfare state policies drift when the value of benefits
fails to adjust to rising levels of inflation (Hacker, 2004: 246; van der Heijden, 2011). In the rest of this
book, we shall explore whether unpacking these three dimensions and applying them to the case of cli-
mate change differentiates policy durability from some of the similar terms and concepts outlined above.

Fourth, while the defining characteristics of durable policies have been relatively well established,3

as noted above the determinants and unfolding effects of durability continue to be black-boxed in the
existing literatures (Clemens and Cook, 1999). Crucially, how do the most durable policies – and the
‘new’ politics that they supposedly trigger and benefit from – actually come about (Levin et al., 2012)?
In many ways, this is the key question exercising climate policy makers today. One reason why the exi-
sting literatures have struggled to provide answers is that they often adopt a particular research design,
which involves focusing only on the most durable and/or most successful policies and tracing them back
to their origins (Pierson, 1993: 602). Although insightful, this approach tells us too little about the ‘non-
cases’ – the situations where policies were popular enough to be adopted but thereafter failed to endure,
perhaps because positive feedbacks from supportive coalitions did not emerge, or because new forms of
opposition appeared (i.e. negative policy feedbacks) that actively undermined them. In climate policy,
the number of ‘non-cases’ is already too high to be ignored, even before policy designers attempt to desi-
gn more durable and stringent policies to enable much deeper and faster decarbonisation.

Finally, existing accounts do not explicitly investigate whether policy durability is intentionally de-
signed. This matters in a policy area such as climate change, where some policy makers are attempting to
achieve highly ambitious long-term goals (‘net zero’ emissions) by nurturing virtuous cycles of mutually
reinforcing feedback between durable climate policies and new countervailing coalitions that have a self-
interest in promoting ever deeper forms of decarbonisation (Brunner et al., 2012: 267; Huberty and Zy-



sman, 2013: xiii).4 One thing that renders climate change a particularly wicked policy problem is its in-
ter-temporal nature – implying that policy designers should design solutions that are not only politically
popular enough to be adopted and remain in place, but also stringent enough to bind their target groups
to objectives that endure over time (Levin et al., 2012: 124; Howlett and Rayner, 2013). The normative
argument that politicians should intentionally design such policies is well known and has been repeatedly
made (Levin et al., 2012; Meckling et al., 2015: 1171; Meckling, Sterner and Wagner, 2017: 918). Ho-
wever, whether and how often they successfully do so has not been definitively determined.5 In fact, this
important question is often left completely open (Edmondson et al., 2018: 5; Pahle et al., 2018: 861; Ro-
berts et al., 2018: 305; Meckling, 2019: 330). By referring to ‘intentional design’ we are not implying
that there is a single, rational and omnipotent policy ‘designer’ (Goodin, 1996: 28). Rather, in thinking
about durability from a policy design perspective we will illuminate how many different actors inclu-
ding, but not limited to, politicians interact with one another to shape, amend or hinder attempts to trig-
ger deep and rapid decarbonisation (Levin et al., 2012: 148). In his agenda-defining article, Pierson
(1993: 624) argued that ‘especially as government activity becomes widespread, politicians are likely to
become aware that [their] policy choices have political consequences’, leading them to consciously desi-
gn with policy feedback in mind. Sadly, his point has been overlooked by a generation of policy feed-
back scholars (but see e.g. Schneider and Ingram, 1997: 101; Soss and Schram, 2007: 111; Jacobs, 2011;
Pechmann, 2018). Indeed, the work that has been conducted on social policies has regularly made the ra-
ther gloomy prediction that the most positive policy feedbacks are likely to emerge slowly and in a large-
ly unintentional manner (Soss and Schram, 2007: 111; see also Levin et al., 2012: 148; Rosenbloom et
al., 2019: 172). Finally, intentional does not mean that all observed policy effects were necessarily inten-
ded (Goodin, 1996: 28); rather we seek to investigate the feedbacks that are generated when actors aim
to shape their and others’ long-term future.

1.2 Our Argument in Brief
Our broad aim in this book is to understand whether policy designers seek to intentionally create durable
climate policies that are supported by positive policy feedbacks, and if so why, how and with what effec-
ts. We do so by exploring how policy designers combine or otherwise package together the various inter-
nal elements of policy (Schneider and Ingram, 1997: 2–3) – long-term goals, policy instruments, specific
targets etc. – into an overall policy that facilitates deeper and more rapid decarbonisation. Many scholars
have pinpointed the relationship between specific climate policy designs and their resulting effects and
outcomes as a topic that deserves much greater analytical attention (Biber et al, 2017: 636; Schmidt and
Sewerin, 2017: 2; Edmondson et al., 2018: 11; Roberts et al., 2018: 306; Skjærseth, 2018: 15). But with
some exceptions (Hacker, 2004; Weaver, 2010; Jacobs, 2011; Schneider and Ingram, 2019), in the policy



feedback literature issues of design and instrumentation have rarely been centre stage, in spite of
Pierson’s (1993: 603) suggestion that analysts should start with policy design processes and then move
forwards to uncover their feedback effects and policy outcomes.

One of Pierson’s (1993: 603) most thought-provoking research ideas was to carry out ‘comparative
analyses that examine the use of different policy instruments to achieve similar goals’ in order to ‘deter-
mine if the variation in instruments has political consequences’. We directly embrace this challenge by
sampling across the main policy instrument types (regulatory, voluntary and market-based) and tracing
out the policy feedbacks created by each instrument to determine how far they affected their durability.
We adopt a ‘within system’ case design in order to hold relatively constant a range of ‘non-policy’ varia-
bles.6 Our chosen political system (our ‘locus’) is the European Union (EU). The EU is a world leader in
the adoption of new climate change policies (Jordan et al., 2010) and hence has (unlike many compara-
ble political systems such as the USA) adopted a sufficient number of policies to suggest it is at least
broadly committed to intentional design (Huberty et al., 2013: 254). We aim to break new ground by in-
vestigating the post-adoption policy feedbacks arising from these instruments to arrive at a fuller under-
standing of both their long-term political durability and their effectiveness at entrenching decarbonisa-
tion dynamics in wider society. We explore the design features that policy designers could in theory have
drawn upon on to render their policies more durable, such as standards and technology requirements that
force target groups to make significant, up-front investments in the policy’s long-term existence. More
specifically, we explore the thought-provoking – but largely untested – claim that genuinely effective po-
licies are likely to incorporate a mix of design features that promote durability by locking certain aspects
into place, but provide sufficient flexibility to prevent policy drift and redundancy (Jordan and Matt,
2014; Seto et al., 2016: 437; Edmondson et al., 2018: 1; Peters, 2018: 9).

Throughout, our approach is essentially empirical as opposed to normative, and is directly informed
by relevant theories of politics and policy. We try not to fall into the trap of assuming that greater durabi-
lity is necessarily more appealing than less durability. Our own sense of reflexivity is reinforced by the
fact that many forms of policy durability are often regarded as something to avoid in environmental poli-
tics. In areas such as agriculture and transport, durable policies that lock in unsustainable forms of pro-
duction and consumption have acted as formidable barriers to deep decarbonisation in the past (Unruh,
2000; Skovgaard and van Asselt, 2018). Hence for many environmentalists, the overriding design chal-
lenge in climate policy is how to break down ‘carbon lock-in’ (Unruh, 2000) and replace undesirable, yet
politically durable, carbon-promoting policies with equally durable but environmentally more sustainable
alternatives (e.g. Downie, 2017). In terms of the three dimensions of durability outlined earlier in this
section (means, goals and outcomes), multiple changes in policy and governance are likely to be invol-
ved to achieve such a change. In the remainder of this book, we will therefore seek to understand policy



durability as the outcome of a political process in which various actors are promoting particular forms
and dimensions of durability, for different purposes and with different effects.

Having sketched out our broad argument, we now introduce the rest of this chapter. In the next sec-
tion, we further elaborate the link between policy durability and policy feedback, our aim being to pro-
mote new work that links both (Campbell, 2012: 334; Mettler and SoRelle, 2014: 152). We then recon-
struct the existing literatures on both concepts to address the policy design puzzles that loom large in re-
lation to climate change mitigation.7 Finally, we explore the claim that effective policies are likely to in-
corporate some design features that make them durable, but also others that provide designers with a de-
gree of flexibility to cope with changing economic, technological and environmental circumstances (Pe-
ters, 2018: 136). The perceived need to craft policy designs that simultaneously incorporate durability
and flexibility (Carlson and Fri, 2013: 119; Jordan and Matt, 2014) has been noted in the literature, but
often only in broad terms and without a sufficient account of human agency in selecting one or the other
type (Goodin, 1996: 39–43; Duit and Galaz, 2008: 311; Huberty, Kelsey, and Zysman, 2013: 252).8 We
address this research gap by developing and applying a new typology that distinguishes between policy
durability devices and policy flexibility devices. In the final section, we conclude and signpost the re-
mainder of the book.

1.3 Policy Feedback Effects, Mechanisms and Directions
In the last two decades, policy feedback has emerged as a significant organising concept in policy analy-
sis, providing a framework for studying how policies affect subsequent politics and their own develop-
ment over time (e.g. Béland, 2010; Mettler and SoRelle, 2014: 152). In this vein, Pierson (1993: 596)
claimed that ‘major public policies … constitute important rules of the game, influencing the allocation
of economic and political resources, modifying the costs and benefits associated with alternative political
strategies, and consequently altering ensuing political development’. So rather than treat each policy bat-
tle as one in which all alternatives are equally plausible, he argued that scholars should understand how
the political conflicts over new policies are structured by the actors and institutions established and/or
remoulded by previous ones (Hacker, 1998; Weir, 2006: 171). Schattschneider (1935) was of course also
concerned with understanding the various forms that the new politics took; policy feedback research ar-
guably provides analytical tools and concepts to accomplish this task, going well beyond a policy’s eco-
nomic and social effects – the standard fare of ex post policy evaluation studies (Mettler and Soss, 2004:
55). Unlike many popular accounts of policy change (Howlett and Cashore, 2009), policy feedback scho-
lars seek to identify and account for the endogenous sources of change, which over time can have impor-
tant effects that often go under-reported (Greif and Laitin, 2004; Mahoney and Thelen, 2009). Finally,



Pierson’s definition makes it clear that the main focus should be on ‘major’ policies – or for us, the most
durable ones – although this begs the question of how they became major in the first place.

Ever since Heclo (1974: 316) and Lowi (1972), policy scholars have been primed to expect policy
to shape politics. In attempting to operationalise the general claim that ‘past policies themselves influen-
ce political struggles’ (Pierson, 1993: 596), we shall differentiate between a number of terms and con-
cepts related to policy durability that are too often elided, specifically: policy feedback effects, the va-
rious mechanisms through which such effects are generated; the directions of feedback (positive, negati-
ve and/or combinations of the two); and the link back to specific policy designs.9 In the remainder of this
section, we review each of these in turn.

Policy Feedback Effects

Policy feedback effects, as we define them here, are the effects that a policy has on actors. The existing
literature has identified a remarkably diverse array of policy feedback effects, ranging from direct effects
on target groups and government ministries and agencies (Patashnik, 2008: 30), through to indirect effec-
ts on other interest groups (Mettler and Soss, 2004: 55; Kumlin and Stadelmann-Steffen, 2014: 6–8; Met-
tler and SoRelle, 2014: 151). Other work has uncovered much subtler, longer-term effects on wider so-
ciety – on levels of civic participation (Mettler and Soss, 2004: 55), on public opinion (Soss and Schram,
2007) and even on fundamental conceptions of democracy and citizenship (Schneider and Ingram, 1997:
66; Schneider and Sidney, 2009: 110). Such potentially fundamental and far-reaching effects may surpri-
se some climate policy analysts who are all too used to policies lasting for relatively short periods and
contributing little or nothing to deep decarbonisation.

Orren and Skowronek (2002: 742) have tried to make sense of these rather varied effects by arguing
that policies ‘classify the groups, impart the identities, forge the divisions, and strike the alliances that
channel future political action’. Pierson (2006: 118) later argued that policies ‘can profoundly alter the
political terrain over time’. What existing policies change ‘are not just actors’ perceptions of what is pos-
sible in political life, but also the kinds of actors that are around, their capacities, and their policy prefe-
rences’ (emphasis added). These are undeniably big analytical claims. The key word is ‘can’ and it rela-
tes to the issue of contingency first noted by Schattschneider (1935) in the epigram at the beginning of
this chapter. In an attempt to understand it, Skocpol (1992) distinguished between two main policy effec-
ts: those that transform state capacities (e.g. through the creation of new bureaucracies that support the
development of ‘their’ policy programmes); and those that impact on the identities, goals and capabilities
of social groups, but especially interest groups (for fuller reviews, see: Mettler and Soss, 2004: 55; Bé-
land and Schlager, 2019: 186). Pierson (1993: 597) argued that feedback effects on publics could be the
most wide-ranging and politically consequential of all, but at the time lacked the empirical evidence to
confirm it. It is fair to say that much of the subsequent literature has utilised rather general categories of



effect10 that are difficult to relate back to particular policies. Moreover, as noted above, there has been a
marked tendency to adopt backward tracing methods that document specific effects (e.g. on pensioners)
in great detail,11 rather than establishing causal links between specific policy designs and the full array of
effect types and categories (Patashnik and Zelizer, 2013: 1075, fn. 44).

Policy Feedback Mechanisms

Causality is just as important in durability research as it is in other areas of policy analysis, but often the
existing literatures have not fully explicated the underlying causal mechanisms of feedback (Kelsey and
Zysman, 2013: 82). This criticism is particularly germane in the environmental policy literature, where
feedback mechanisms are often conflated with feedback effects (Fahey and Pralle, 2016; Meckling,
2019: 319; see also Oberlander and Weaver, 2015: 41–42). This conflation is unfortunate because in his
original stocktake, Pierson (1993: 597) clearly distinguished between two main types of causal mechani-
sms: 1. resource/incentive mechanisms that create or directly channel resources to actors and/or influence
the alternative choices open to them; and 2. interpretive mechanisms that influence flows of information
and, as a result, shape how actors interpret the world around them (see Table 1.1). For example, when
policy feedback operates through resource/incentive mechanisms, policies channel new sources of reve-
nue into government departments or to particular interest groups. They may also alter prevailing incenti-
ve structures, encouraging actors to make long-term, difficult-to-change commitments to certain patterns
of living (e.g. government transport policies may directly affect where people choose to live and work).
By contrast, interpretive mechanisms involve the channelling of information, e.g. by politicising previou-
sly uncontroversial policies by making their effects more visible whilst rendering others less visible, cau-
sing them to become more depoliticised. This second type of mechanism builds directly on Lowi’s
(1972) penetrating observation that some policies (such as regulatory ones) do not necessarily need to
transfer significant financial resources to be politically influential.

Table 1.1 The dimensions of policy feedback

Actors affected

Government elites Interest groups Mass publics

Feedback
mechanism

Resource/Incentive Administrative skills
and capacities

Clienteles
Direct funding
Policy niches
Access to decision
makers

Lock ins:

Interpretive Policy learning: Policy learning: Effects:

Indivi-
dual
com-
mitment
s



Source: based on Pierson (1993: 626).

Directions of Policy Feedback

The first generation of studies to emerge after the publication of Pierson’s (1993) influential article mo-
stly focused on only one direction of policy feedback – positive feedback. When positive policy feedback
prevails, a cycle of self-reinforcing activity arises that follows a path-dependent pattern (Pierson, 2004:
18). In such a situation (originally hypothesised by Schattschneider (1935) and further discussed in
Chapter 2), policies become steadily more durable as their feedbacks lock them into place. For example,
some policies strengthen their own political support base by delivering highly visible, concentrated bene-
fits to a particular group in society. Over time, external political pressures to dismantle them may grow,
but the coalitions supporting them will leap to their defence (Biber, 2013; Patashnik and Zelizer, 2013:
1072; Oberlander and Weaver, 2015: 39).

Of course, Schattschneider (1935), Skocpol (1992: 531) and Pierson (1993: 600) had expected poli-
cies to generate feedback in not one, but two directions: positive and negative. By undermining a
policy’s own political support base, negative feedbacks are destabilising in their effects, opening up new
opportunities to amend, weaken and possibly even dismantle the original policy. They are associated
with the well-known patterns of incrementalism that characterise many areas of everyday policy making
(Baekgaard, Larsen and Mortensen, 2019). But it is really only in the last decade or so that scholars have
paid more attention to both types (Weaver, 2010; Jacobs and Weaver, 2015; Biber et al., 2017: 612). A
classic example is to be found in post-Civil War pensions policy in the USA, which prompted recipients
to mobilise to protect it (positive feedback) but also generated opposition from those who claimed it was
emblematic of corrupt or patronage politics (Skocpol, 1992; see also Mettler and SoRelle, 2014: 153).
Scholars studying feedback from other perspectives (e.g. policy design) have also entertained this possi-
bility (Schneider and Sidney, 2009: 108), as have those investigating longer-term processes of conver-
sion and drift (Hacker et al., 2015). However, policy feedback scholars have tended to adopt a rather bi-
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nary view – either focusing on one direction or the other.12 Consequently, the precise circumstances in
which some policies generate different directions of feedback is still unclear, as is the scope for intentio-
nally guiding them through conscious policy design.13

Policy Design and Feedback

For scholars of policy durability, a salient puzzle concerns the link between particular policy designs and
various effects, mechanisms and directions of policy feedback. It is fair to say that scholars have not
made as much progress in addressing this puzzle as Pierson (1993: 628) had originally hoped, largely be-
cause they have, as already mentioned, focused on the unintended (and very often choice-constraining)
effects of durable policies (Campbell, 2012: 338). For example, in the welfare state literature, the rather
blunt distinction between universal and means-tested welfare state programmes has long been held to be
decisive, with the former assumed to produce more positive feedback than the latter, given that more
people stand to benefit (Campbell, 2012: 338).14 More recent studies, however, have tried to understand
the effect of specific policy designs, showing how they affect the production of policy effects by altering
the relative size, duration and visibility of benefit flows, as well as the proximity and nature of recipients
(Campbell, 2012: 342). For example, welfare policies that are hidden (i.e. that distribute benefits indirec-
tly via the private sector or through tax codes rather than cash payments) may generate weaker positive
feedback because recipients believe that it is the market that is at work, not public policy (Mettler, 2011).
Voters struggle to form a clear view of the extended or ‘submerged state’ that is delivering benefits to
them. When they do form a view, it is that the benefits are mostly being provided by the private sector
(Mettler and SoRelle, 2014: 171), not the government. Similarly, Patashnik (2008: 3, 155) and Jacobs
(2011) have sought to explicate the conditions under which policy designers seek to manipulate both re-
source/incentive and interpretive mechanisms with the express intention of generating particular feed-
back effects. This type of more design-focused feedback research is noteworthy because it works across
both of Pierson’s mechanisms, but for reasons that will become clearer in Chapter 2, it remains all too
rare (Jacobs and Mettler, 2018: 347, 349).

Empirical Foci

Finally, according to a recent state-of-the-art review (Mettler and SoRelle, 2014: 173–175), the existing
policy feedback literature, while extensive, continues to offer a rather partial view of the relationship bet-
ween durability and feedback because it mostly addresses the effects of a relatively small subset of cases
(generally welfare state policies) in a limited number of jurisdictions (mostly the USA). Since the early
2000s, the effects on mass publics and voters have more or less become the default policy area to focus
on (Mettler and Soss, 2004; Campbell, 2012; Mettler and SoRelle, 2014). By contrast, policies in areas
such as the environment and climate change, where policy designers are more likely to be regulating than



(re)distributing money, have attracted noticeably less attention. Comparatively little work has analysed
policy durability and feedback in European and, in particular, EU settings (Meckling, 2019: 320; but see
e.g. Daugbjerg, 2003; Jordan and Matt, 2014; Skogstad, 2017; Skjærseth, 2018; Kleine and Pollack,
2018: 1504). As we will show in Chapter 2, these analytical design choices have left many important fea-
tures of the climate policy landscape in shadow, such as the role of interest groups in shaping (and being
shaped by) the feedback effects of different policy instruments, including regulatory ones.

The importance of working across a fuller array of policy areas and jurisdictions has been noted
(Pierson, 2006: 124), but not acted upon with sufficient vigour. New research that builds on Lowi’s
(1972) core argument (that policy determines politics) by analysing a broader range of cases could, we
believe, be highly insightful.15 Recall that in more regulatory policy areas, politics is normally domina-
ted by powerful interest groups such as business, often vying for supremacy with policy entrepreneurs
(Heidenheimer et al., 1990: 309), particularly when they are representing diffuse interests (Wilson,
1980). In such conditions, significant political hurdles have to be surmounted even to get policies adop-
ted, let alone ones that will endure and remain politically influential enough to make a difference.
Hacker’s (2004: 8–9) path-breaking work on the US welfare state – covering both its private and public
components, and pensions as well as healthcare – suggests that policy feedbacks tend to play out diffe-
rently in such settings.16 Other things being equal, policies that seek to impose concentrated costs on
small groups are less likely to be adopted. And if they are adopted, they are more likely to generate a
very different – i.e. much more negative – direction of feedback, eventually rendering them less durable.
Hacker (2002) usefully demonstrated how employers in the USA responded very differently to initial po-
licies on social insurance (which they strongly opposed) and retirement (which they broadly supported).
These responses had long-term and politically consequential effects. In fact, the tendency for small, con-
tingent events in the policy formulation stage to subsequently generate profound effects is a recurring
theme of the literatures on durability and path dependence (see e.g. Kay, 2012), again underlining the
need for more forward-tracing approaches.

In Chapter 2 we explain why climate change offers a fascinating setting in which to look afresh at
these post-adoption dynamics. But before we do so, in the next section we explain why key concepts in
both literatures should first be re-thought and re-interpreted. This could, we believe, open up new oppor-
tunities for dialogue with communities studying other relevant topics including (intentional) policy desi-
gn, policy instruments and the political power of incumbent interests, in a wider variety of policy areas
than just the welfare state.

1.4 Restructuring Existing Research to Study Climate
Change



Moving from Effects to Feedbacks
Policy feedback scholars have responded to Pierson’s call (1993: 596) to specify when, where and how
policy creates new forms of politics. Nevertheless, much of their work, especially recently, has centred
on what we term ‘policy feedback effects’ (Schneider and Sidney, 2009: 108; Mettler and SoRelle, 2014:
156, 165).17 These effects can be defined as a policy’s immediate downstream consequences prior to any
impact on subsequent policy making, i.e. before any complete feedback loop to the policy itself. Thus, if
the policy in question (P) was adopted at time t, the most noteworthy first-order effects would be those
appearing at t+1. However, in order to count as a policy feedback, those effects must have a politically
significant impact not only on the original actors at t+1, but also on the original policy P, which may
change to a greater or lesser extent (P2). A policy feedback can thus be defined as a politically conse-
quential effect that operates via a set of intervening causal mechanisms to eventually affect the original
policy.18 To be sure, feedback does not have to produce significant policy changes in order to interest po-
litical scientists; positive feedbacks may have a politically consequential impact on the original policy by
making policy change less likely. Our central point, however, is that a good deal of existing research has
focused on first-order effects, not feedbacks (Pierson and Skocpol, 2002: 715). In making this distinc-
tion, we depart from some of the existing literatures, which generally treat policy feedbacks and policy
feedback effects as the same concept (see e.g. Weaver, 2010: 138).

Moving from effects to feedbacks has some important implications. Firstly, it means looking at un-
folding cycles of policy making, starting and ending with a particular element of policy such as a policy
instrument (Sabatier and Jenkins-Smith, 1999: 119). Second, whereas first-order effects can in principle
be studied over relatively short time periods, policy feedbacks require the study of at least one full cycle
of policy making (to capture possible policy change) and hence potentially much longer periods of time.
In a widely cited contribution, Sabatier and Jenkins-Smith (1999: 118) argued that the minimum time pe-
riod for studying policy making should be at least ten years in order to capture multiple policy cycles
(see also Campbell, 2012: 344). As explained below, our analysis passes this threshold.

Campbell’s (2003) careful unpacking of how the US Social Security programme ‘made’ citizens in-
dicates what can be revealed when effects and feedbacks are studied over long periods. She not only con-
firmed the presence of many different and interacting mechanisms and effects (Campbell, 2003: 6), but
also how the citizen-level effects interacted with broader interest group-level effects. Thus, the Social Se-
curity programme empowered elderly beneficiaries with increased financial resources (through resour-
ce/incentive feedback mechanisms) while simultaneously encouraging them to lend their support to it
(through interpretive mechanisms). Stronger and more mobilised beneficiaries in turn allied with and
supported strong interest groups (including the American Association of Retired Persons), creating for-
midable new policy coalitions – notably the so-called grey lobby. However, in her analysis, Campbell
also took the extra step and analysed how these clienteles not only resisted attempts to cut Social Securi-
ty benefits but actually fought for new, more generous policies, i.e. she traced how first-order effects (e.g.



increased resources through Social Security benefits) created policy feedbacks. She referred to these as
‘spirals’ (Ibid.: 2), showing that the policies were first a cause and then an effect of their beneficiaries’
greater political participation (Ibid.: 66). We want to know whether her general approach can be adapted
and applied to other policy issues and/or jurisdictions, namely climate change policy in the EU.

Explicating the Mechanisms of Feedback

Moving from effects to feedbacks also entails grappling with the vexed issue of causality. Policy analysts
are becoming more conscious of the issue’s importance (Falletti and Lynch, 2009; Grzymala-Busse,
2011; Capano et al., 2019), and slowly the point is being taken on board as the various fields of research
on policy durability evolve and intertwine (Béland, 2010: 582; Campbell, 2012: 345). After Pierson
(1993), initial work usefully demonstrated the general utility of his two-fold typology of feedback me-
chanisms (Mettler and Soss, 2004: 60; Campbell, 2012: 338) and confirmed the value of studying both
types together (Weaver, 2010; Skjærseth, 2018). Pierson (1993: 611, 625) was firmly of the view that the
interaction between them was analytically puzzling and politically consequential, as the two types could
simultaneously contradict and/or reinforce one another. We are also of the view that these are important
and under-appreciated points, that are ripe for new empirical investigation (Pahle et al., 2018: 862). Be-
cause we will sample across different instrument types in a regulatory policy area, the probability increa-
ses that we will encounter negative as well as positive feedbacks. And crucially, because we are exami-
ning a policy area in which the EU does not normally distribute significant financial benefits, we are pri-
med to look for interpretive mechanisms and examine any interaction with resource/incentive mechani-
sms (Pierson, 1993: 611).

Incorporating Different Feedback Directions

Starting with a selection of policy instruments (as opposed to policies that are known to be durable) and
tracing forwards also offers an opportunity to look afresh at the various directions of feedback. In Chap-
ter 2, we will argue that only relatively recently have public policy scholars begun to build negative feed-
backs19 into their thinking (Howlett, 2009a: 253–254). If the overall direction of the feedback effects are
positive, we would expect the initial policy P to become progressively more durable at t+1, t+2, t+3 etc.
(Pierson, 2004: 174). As a consequence, what may originally have been a politically contested issue will
gradually drop out of political debate as the policy becomes an accepted (and hence more durable) part
of the broader policy landscape (Pierson, 2005: 46). As noted above, this possibility certainly aligns with
the normative ambitions of many climate policy activists. But if the direction of feedback is negative,
then we would expect P to be undermined at t+1, which could in turn trigger a set of policy responses
ranging from fairly small adjustments through to its removal and possible replacement by a new and pos-
sibly weaker policy (P2) at t+1 etc. – an outcome that would surely alarm many environmentalists.



Very much building on Schattschneider’s (1935) original insight, Weaver (2010: 159) has claimed
that the concept of negative feedback is ‘readily generalizable’ to all policy sectors. However, this
(broad) claim has not yet been put to the test (Baekgaard, et al., 2019). It is rather puzzling that it has ta-
ken so long for analysts to do such a thing, given that Lowi’s (1972) original ‘policy determines politics’
argument is such a key axiom of policy feedback thinking. In this book, we draw on Pierson’s earlier
work on how the interplay of institutional and policy-specific factors affected the opportunities to achie-
ve cuts in welfare state policies (Pierson, 1994: 171–175), turn it on its head and process trace the politi-
cal effects generated by three archetypal policy instrument types.

Working Across Different Levels and Areas of Policy

Concentrating on the most durable policies is entirely legitimate but for policy durability researchers it
equates to sampling on the dependent variable (Campbell, 2012: 347). Having done just that, it was like-
ly that scholars would discover that ‘most [policies] … [were] remarkably durable’ and ‘generally sub-
ject’ to positive policy feedback (Pierson, 2004: 35). Indeed, Pierson (2006: 114) and others (Hacker,
2004: fn. 6) have argued that the ‘major’ policies are so durable that henceforth they should be re-con-
ceptualised as institutions that essentially establish the rules of the game in politics. In this, they share the
same tendency as other historical institutionalists who focus on other cases of deep institutionalisation
such as the welfare state (Kay 2005) and some agricultural support policies (Daugbjerg, 2003).20

However, on closer inspection many of these studies are often pitched at the level not of single poli-
cy instruments, but much broader policy regimes and programmes (Pierson, 1994; Weaver, 2010).21 Poli-
cy programmes comprise complex packages of multiple policy instruments that are directed at the achie-
vement of a broader set of goals (Howlett, Mukherjee and Rayner, 2017: 130).22 The broad focus of such
work has encouraged analysts to categorise the resulting changes using similarly broad labels such as
layering, drift and conversion (Hacker, 2004; Mahoney and Thelen, 2009; Jacobs and Weaver, 2015),
which appear to conflate explanations of the underlying processes with descriptions of their outcomes. It
is as if scholars are reluctant to move down a level of analysis and explore the feedback created by speci-
fic policy designs, perhaps believing that ‘policy’ is too ill-defined a concept to disaggregate into resear-
chable categories (Pierson, 2006: 119). A significant analytical price has arguably been paid by opting to
work mainly at a very broad level, in that it makes it hard to derive explanations for the precise feedback
effects – i.e. both positive and negative – of specific policy instruments (Kay, 2012: 469). Furthermore,
working at a broad level also delivers too little insight into the politics of designing the durable policies
in the first place, ‘black-boxing’ the role of agency.23 Yet it is precisely this topic which is at the forefront
of contemporary policy debates on the governance of climate change.

Given that the central focus of policy feedback research is policy, one might have expected a more
searching discussion of how to configure the policy variable in a way that facilitated more fine-grained



empirical research. After all, one of the many contributions made by Pierson (1994: 175) was to unpack
the welfare state into its constituent parts and show how the design of particular sub-elements generates
different patterns of feedback, which in turn affects their vulnerability to dismantling. Yet the literature’s
reliance on a relatively ‘blunt’ (Kay, 2005: 556) conception of policy and the widespread practice of
sampling on the dependent variable, has limited its ability to open up the ‘black box’ of policy design
(Solmeyer and Constance, 2015: 1; see also Mettler and SoRelle, 2014: 165). In this book, we will explo-
re what can be learned about policy durability when we unpack policy into its various sub-elements
(Kumlin and Stadelmann-Steffen, 2014: 320), i.e. specific policy instrument types though to broader po-
licy goals and paradigms. As we reveal in Chapter 2, this topic has long fascinated scholars working on
single policy instruments (Ingram and Schneider, 1990: 67; Salamon, 2002: 11). If new bridges can be
built between them and scholars of policy feedback and durability, what might the intellectual payoffs
be? We return to this intriguing question in our final chapter.

The Intentionality of Design

Finally, we have already noted that the durability and feedback literatures have largely focused on effects
that were at least partly or even wholly unintended by policy designers (Soss and Schram, 2007: 111).
Examples in the social policy field include well-entrenched US policies that exacerbated racial and gen-
der inequality. Campbell’s (2015: 284) work on large policy ‘juggernauts’ such as the US Social Security
programme could also be cited. These relatively durable policies have constructed elderly beneficiaries
as worthy and deserving citizens, who now participate in politics at a higher level than other equivalent
groups. It is worth noting that such policies first attracted scholarly attention not because they were diffi-
cult to adopt, but because they were either very effective or had become resilient to dismantling (Pierson,
1994). Some climate and energy policy scholars have adopted a similar approach (Levin et al., 2012; Zy-
sman and Huberty, 2013; Rabe, 2016: 139; Meckling and Nahm, 2018: 752; Pahle et al., 2018: 861). For
example, Rietig and Laing (2017: 576) selected a highly durable climate change law – the UK Climate
Change Act – and subjected it to analytical scrutiny. Similarly, Stokes and Breetz (2018: 77) have exami-
ned the fastest growing alternative energy sources in the USA and tried to trace them back to the original
policy drivers.

There is nothing intrinsically wrong with such research designs (Pierson, 1993: 602), but in focu-
sing mainly on the ‘victorious policy options’ (Peters et al., 2005: 1277), they risk being ‘too contingent
at the front end and too deterministic at the back end’ (Pierson, 2004: 50; see also Kay, 2012: 471). Cru-
cially they leave the effects of specific features of a given policy – such as its component instruments –
in shadow.24 By starting at the policy adoption process and tracing out the feedback effects of different
types of instrument designs, we will examine how far it is possible to ‘bring out … the complexity and
uncertainty that characterize formative moments in the creation of policies’ (Peters et al., 2005: 1277).



Crucially, we will investigate what a forward-tracing approach reveals about the ‘non-cases’ of durability
(Campbell, 2012: 347), i.e. where positive policy feedback fails to emerge or is quickly counteracted and
overwhelmed by negative feedback (see also Patashnik, 2008). We are particularly interested to know
whether studying the non-cases puts us in a stronger position to understand the conditions in which parti-
cular feedbacks do or do not occur. We return to these important matters in Chapters 2, 8 and 9.

1.5 Designing Durable Climate Policies

Combining Policy Durability with Flexibility
In many ways, policy durability has become the holy grail of those seeking deep decarbonisation (Rosen-
bloom et al., 2019: 168). But how should policies be designed to bring it about with sufficient rapidity?
Many literatures, covering credible commitments, political delegation and constitutional law, have iden-
tified a host of what we shall term policy durability devices, i.e. design components aimed at increasing a
policy’s durability (for a summary, see: Pierson, 2000b: 480–481; Glazer and Rothenberg, 2001: 84–87).
Policy programme-level durability devices include long-term targets to create confidence that a certain
policy direction will endure, and regular reporting obligations so that the policy’s benefits are sufficiently
visible to voters, interest groups and private investors, to trigger positive feedbacks. Politicians can also
tie their own hands by handing over policy monitoring, evaluation and/or flexibility responsibilities to
independent agencies. Finally, at the level of specific policy instruments, designers can employ regula-
tions to force target groups to make ‘sunk’ investments in the long-term durability of a policy and/or di-
scourage free-riding.

However, there is often an implicit assumption that the more durability devices that can be em-
ployed – and hence the more durable and constraining individual policies can be made – the better (e.g.
Hovi, Sprinz and Underdal, 2009: fn. 1). In the opening section, we noted that environmental policies
that become too heavily locked-in may be just as politically problematic as fragile ones. Locked-in poli-
cies – such as in the area of pensions or renewable energy subsidies – can become financially unsustaina-
ble (Béland, 2010: 574; Gürtler, Postpischil and Quitzow, 2019), piling pressure on politicians to introdu-
ce flexibilities.25 From a democratic theoretical perspective, highly durable policies may also fail to adju-
st to the changing preferences of citizens and voters (Patashnik and Zelizer, 2013: 1083). And policies
may become outdated if they are overtaken by new scientific information, such as in relation to the ex-
pected rates and impacts of climate change (Carlson and Fri, 2013: 119), or if new game-changing tech-
nologies enter the market (Auld et al., 2014: 13). In short, removing the opportunity to revise policies
risks locking in policy design errors (Weaver, 1988: 11) and/or increasing the risk of policy drift (Hacker,
2004). After all, it is entirely possible that some policies endure because they are so ineffectual that no
one bothers to oppose them (Carlson and Fri, 2013: 123). Thus, in policy design a fundamental question



regularly arises: how can predictable opportunities be created to regularly revisit and revise a policy’s
design without completely disrupting it?26 In principle, there is a wide variety of what we shall refer to
as flexibility devices that designers can employ. In Chapter 2, we will explain that they include monito-
ring systems to identify the need for revisions, together with time-specific targets and explicit flexibility
clauses which create predictable opportunities for policy changes to be made.

Designing Durable Policies in Practice

If successful policy design is about crafting policies that are durable in some respects but flexible in
others, precisely which elements of design can be altered to strike the right balance between the two? In
Hall’s (1993) highly influential formulation, a policy design has three main sub-elements:

Crucially, in this book we shall treat these elements or levels as potential entry points for inserting dura-
bility and/or flexibility devices into a given policy to generate particular policy feedback effects (How-
lett, 2009b). And as these effects alter actor preferences and capacities, they may feed through to policy
feedbacks at some, or indeed all, of these levels. Finally, these three sub-elements are embedded within a
policy paradigm which Hall (1993: 279) defined as a ‘framework of ideas and standards that specifies
not only the goals of policy and the kind of instruments that can be used to attain them, but also the very
nature of the problems they are meant to be addressing’. In climate policy, the beneficial nature of deep
and rapid decarbonisation has become an integral part of the overarching climate policy paradigm in
many EU countries.

As we noted in the first section, policy designers rarely design a whole policy programme from
scratch (Levin et al., 2012: 132–133). Rather, they tend to focus on trying to package together different
elements in a manner which is broadly commensurate with their general aims and objectives, as codified
in the broader policy paradigm (Howlett, 2014). A common entry point is the design of specific instru-
ments because they constitute the bridge between broad policy objectives and day-to-day governing ac-
tions (Schneider and Ingram, 1997; Salamon, 2002; Kooiman, 2003: 29–30, 44–45). The design of in-
struments is often perceived to ‘define’ both policy making and feedback generation, because it affects
the distribution of costs and benefits (Heidenheimer et al., 1990: 344; Daugbjerg and Sonderskov, 2012:

Policy goals which specify the objectives to be achieved; these change rarely, e.g. as a result of
radical policy revisions;

Policy instruments to implement the goals; these tend to change more regularly in the light of
experience;

The calibration or setting of those instruments; these change most frequently and are constitutive
of what Hall termed ‘normal’ policy making.



402). It is for these reasons that policy instrument selection and change is afforded such a central place in
the policy design literature (Meckling and Nahm, 2018: 744), and this particular book.

Accepting that there may be change at some or all three levels opens up many potential design choi-
ces, covering an almost infinite number of permutations of goals, instruments and settings (Howlett and
Cashore, 2009).27 Although it is true that policy instruments rarely appear pre-packaged in their archety-
pal or textbook forms, we argue that in practice they generally follow a set of basic categories (e.g. mar-
ket-based, voluntary, regulatory; see Salamon, 2002), upon which the comparative research programme
on policy durability foreseen by Pierson and others can be built. Crucially, these instruments types are
most strongly differentiated in terms of their coerciveness (Salamon, 2002: 25) or stringency (Schmidt
and Sewerin, 2018: 3, 11; see also Heidenheimer et al., 1990: 310). In principle, regulation is the most
coercive instrument. When selected, it is normally used by designers to generate effects with a relatively
high degree of predictability, namely by imposing concentrated costs on target groups. At the other end
of the spectrum of coerciveness we find voluntary instruments, which involve target groups volunteering
to make short-term investments for longer-term societal benefits. Midway on the spectrum are market-
based instruments which operate through the medium of market transactions. In Chapters 2 and 4 we di-
scuss the most salient design features of these three instrument types, first of all in their textbook forms
and then in the form in which the EU has actually used them to govern climate change over the course of
the last thirty years.

In this book, we seek to investigate how far thinking about policy in terms of its instruments sheds
new light on the links between policy durability and policy feedback. Salamon (2002: 24) famously ar-
gued that each instrument type has a specific set of internal ‘dimensions’, which give policy a distinctive
‘spin’ (Salamon, 2002: 11, 28), including, we might assume, the policy feedback it generates. In what
follows, we sketch out the broad outlines of such a programme and explore its viability by testing it in a
set of comparable empirical case studies within the EU. We focus on four instruments: the EU regulation
on biofuel production, the market-based instrument of emissions trading (the EU Emissions Trading Sy-
stem), the voluntary agreement on carbon dioxide emissions from cars in force between 1999 and 2008,
and the Cars Regulation that replaced it. These analyses explore how far each instrument type works th-
rough a set of feedback mechanisms to produce a distinctive set of endogenous policy dynamics, inclu-
ding – we expect – the opportunity to make subsequent changes that affect its durability.

1.6 The Broad Plan of the Book

Objective 1: Policy Design Intentions
Having summarised the research and policy gaps that motivated us to write this book, we are now in a
position to outline our main objectives. Our first objective is to explore each instrument’s formative mo-



ments in order to understand the intentions of its original designers with respect to policy feedback as
well as the ‘design space’ in which they were operating (Howlett, 2011: 141–143). This space is bounded
by a number of contextual constraints that make some options more politically feasible to accomplish
than others. Within this space, we aim to understand the extent to which the nurturing of policy feed-
backs was a conscious priority amongst designers. One standard assumption is that a potentially influen-
tial category of designers – politicians – are likely to be strongly motivated by an immediate desire to se-
cure re-election, in which case manipulating feedbacks to deliver benefits over the long term may not
rank as a particularly high priority (Patashnik and Zelizer, 2013: 1076; Oberlander and Weaver, 2015:
57). But what about other actors, possibly some with very different time horizons? In the EU, European
Commission officials are unelected and hence may be more motivated to set and deliver against long-
term policy goals. Meanwhile, some target groups such as businesses may be strongly motivated to mini-
mise compliance costs, especially in the short run, but in the longer term may be alert to new business
opportunities that have the potential to reap massive benefits by fundamentally reshaping the economic
sector. By investigating these various actor types, their activities and their time horizons, we aim to un-
derstand whether there were discernible patterns in the policy designs they favoured (Mettler and SoRel-
le, 2014: 176) and, in particular, the entry points in Hall’s three-level scheme that they gravitated to-
wards. The standard advice from economists is that designers should first adopt broad, long-term objecti-
ves and independent agencies to instil policy making with credibility, and then (and only then) select the
most appropriate instruments (Brunner et al., 2012: 256). But others have advocated doing precisely the
opposite – i.e. start with small, incremental re-calibrations of existing policy instruments and then, as po-
sitive feedbacks start to take hold, slowly ‘ratchet up’ to encompass ambitious policy programme-wide
objectives that gradually lock in a new policy paradigm (Levin et al., 2012: 125). By undertaking fresh
empirical research, we hope to understand which of these two prescriptions approximates most closely to
reality.

A key theme underpinning Objective 1 is that of intentionality. In the course of his work, Pierson
(2000b) has repeatedly argued that designing effective and durable policies is next to impossible. If and
when policy path dependence arises, it is more likely to have emerged in an unplanned rather than an in-
tentional fashion. Moreover, if durable policies do take root, a fresh political problem almost inevitably
arises: how to amend them (Pierson, 1994). But if this view of policy were true of all policy design situa-
tions, the scope for engaging in intentional policy design to deliver deeper and faster decarbonisation
(Levin et al., 2012: 138)28 would be very limited indeed. Normatively, it also adds up to a rather alar-
ming policy prognosis given the speed at which the world is hurtling towards dangerous levels of climate
change.

Objective 2: Policy Feedback Mechanisms and Effects



Secondly, we follow Pierson’s (1993: 602) suggestion and adopt a forward-tracing approach to map out
the political feedback mechanisms and effects that have flowed from our instruments since their adoption
in the early 2000s. We will examine important feedback mechanisms in each case and assess whether
they were mainly resource/incentive or interpretive in nature. We have already noted that the existing li-
teratures tend to subject the former to more detailed scrutiny. In the climate policy literature, the ability
to impose costs on target groups in the short term is regarded as potentially decisive. But we are equally
interested to know what happens when designers are forced (as they often are) to compromise and adopt
less coercive instruments, or are distributing benefits (as in subsidies or emission allowances). Do inter-
pretive mechanisms become more influential in such circumstances? Given the essential nature of clima-
te policy, we expect negative policy feedbacks to be at least as influential as positive ones. Although my-
riad feedback effects could in principle be tested for (see Section 1.2 above), for the sake of convenience,
we focus on the effects on some but not all actors, namely: target groups; government bodies; and other
interest groups (Pierson, 1993: 624). Not all of these will have necessarily been part of the winning coali-
tion that secured the adoption of the policy. Some, like the actors associated with Medicaid in the USA,
may have been encouraged to support it (a positive feedback effect) having had no previous engagement
(Campbell, 2015: 284). Others may have been unexpectedly drawn into policy design processes because
the policy disadvantaged them in some way (i.e. they were newly created losers – hence manifestations
of negative feedback effects). Following Pierson (2006: 118) and Skocpol (1992: 58), we will identify
which of these three actor types were most heavily impacted by each instrument, document any signifi-
cant effects on their capacity to act and any resulting changes to their policy preferences.

Objective 3: Policy Feedback and Durability

Our final objective is to bring the discussion back to the main theme of the whole book – policy durabili-
ty – by examining how far the feedback mechanisms triggered feedback effects that altered the dynamics
of subsequent policy making in a way that affected the initial policy. We will investigate whether feed-
back undermined the instrument (and with it, perhaps, the broader policy), or gradually made it more du-
rable. We assess the degree of policy change according to the scope, the stringency and the durability of
each instrument (i.e. how long it endured (in days) from the point of adoption to the point of revision) –
three important degrees of change that we further explore in the next chapter. We will investigate whe-
ther this triad allows us to understand how policy feedback affected each instrument’s subsequent deve-
lopment (Mettler, 2015: 271).

In order to address these three objectives, the rest of the book is structured as follows. Chapter 2 in-
vestigates positive and negative policy feedback in more detail and explores the role of different durabili-
ty and flexibility devices. The next step in our argument involves showing how these devices vary across
the main policy instrument types, which are summarised in their archetypal or textbook form. We con-



clude by reflecting on salient methodological challenges. The chapters in Part II relate these theoretical
insights to the empirical experience of EU climate change policy. Because policy is rarely designed ‘de
novo’ (Goodin, 1996: 30), we devote Chapter 3 to examining the prior development of EU climate poli-
cy, showing how policy programmes and instruments have co-evolved over time. We reveal that policy
programme-level goals and objectives were originally established as long ago as the 1990s and were sub-
sequently (and repeatedly) revised over time. Then we identify the general policy instrument preferences
(Howlett and Cashore, 2009) that have slowly emerged in the EU since its founding in the 1950s. Toge-
ther, these have heavily affected the design space in which climate policy designers worked. Chapter 4
examines the design features of our four instruments in much more detail. For each instrument, we intro-
duce the relevant sector’s greenhouse gas emission trends, give an overview of key policy actors and
provide a brief preview of the instrument’s early first-order feedback effects. Each instrument is subjec-
ted to more intensive, long-term analysis which traces out long, policy instrument change sequences in
Chapters 5, 6 and 7, covering the period from the adoption of the initial instrument to June 2019. Given
the known importance of stringency, the most obvious means to sample on the independent variable
(‘policy’) is to move along the continuum of policy instrument types (Bemelmans-Videc et al., 1998;
Gunningham et al., 1998: 344), i.e. starting with the most coercive (regulation – Chapter 5) and ending
with the least coercive (voluntary action – Chapter 7) via the intermediate category of a market-based
instrument – Chapter 6. In Chapter 8 we relate our empirical findings back to our theoretical framework,
and in Chapter 9 reflect on our three objectives and identify new challenges for those who, like us, wish
to understand how policy designers are rising to the politically demanding challenge of triggering deep
and rapid decarbonisation.

Endnotes

1 Skocpol (1992: 58) usefully referred to this as a policy’s political sustainability.

2 Hence, a policy can be politically successful but substantively ineffective (Skocpol, 1992: 58).

3 As noted above, they tend to have stable objectives and strong core coalitions, and over time garner support
from a growing array of interest groups (Campbell, 2015).

4 Keohane (2015: 22) envisages these eventually coalescing into a larger and more powerful ‘climate indu-
strial complex’.

5 Some claim that intentionality is commonplace, whereas others disagree. Compare Meckling et al. (2015:
1171) with Huberty and Zysman (2013: 80) and Schneider and Ingram (2019: 194).

6 Political leadership, institutional structures etc. (see Campbell, 2012: 345).



7 Because of space constraints we set aside the related political challenge of adaptation – or of responding to
climate impacts once they have manifested themselves (e.g. floods, heatwaves, forest fires).

8 This book is mainly concerned with public policy at EU level and not international climate diplomacy un-
der the United Nations Framework Convention on Climate Change. In the latter context, flexibility refers to
the ability of countries to purchase mitigation outcomes from other parties (Jackson et al., 2000).

9 Here understood as a noun, i.e. the architecture of a specific policy - see below and also Chapter 2.

10 Such as institutional drift, conversion and layering, etc. (Hacker et al., 2015).

11 What Pierson (2006: 124) termed ‘demonstration projects’.

12 For analyses of both, see Weaver (2010: 142) and Skogstad (2017).

13 Here understood as a verb, i.e. the process of fitting together a set of policy means (instruments) to achieve
specific policy ends (Howlett, 2014).

14 Hence the aphorism ‘programs for poor people make poor programs… [because]… the coalitions that can
form behind them are likely to be weak’ (Amenta, 2003: 107).

15 It is telling that in his 1993 article, Pierson (1993: 599) generally refers to ‘spoils’, i.e. benefits. Later, he
admitted that ‘not all aspects of political life are subject to positive feedback’ (Pierson 2004: 49) and later
(Pierson 2006: 124) urged analysts to explore a wider variety of policy areas. It is also notable that
Campbell’s (2012: 338–341) more recent review was almost entirely concerned with policy benefits.

16 Patashnik (2008: 15) also concentrates on public interest reforms that do not generate concentrated benefi-
ts, a pattern not entirely dissimilar to climate mitigation.

17 In Campbell’s (2012: 347) very useful turn of phrase they show ‘the feed but not the back’.

18 But even Pierson has not been completely consistent on this point, having subsequently pleaded for new
work on ‘policy effects’ (Pierson, 2006: 114).

19 Pierson barely mentioned negative feedbacks in his book (e.g. Pierson, 2004: 22 and 73). Ditto Campbell
(2012) in her review.

20 The special attention afforded to pension policies is particularly noteworthy in this regard. It would be sur-
prising if such schemes were not durable to some extent, given their age, scale and relative generosity, not to
mention the significant personal commitments that individuals have made to their continuation (Béland,
2010: 569).

21 Note the affinities with the literature on policy regimes (May and Jochim, 2013: 427).



22 Interestingly, Pierson (2006: 121) has since backtracked on his initial claims, suggesting that it is ‘not sin-
gle policies operating in isolation that generate major effects, but clusters of policies with strong elective affi-
nities’. Later he qualified that only ‘[…] some policies constitute enduring features of the political landscape
that should be studied in similar fashion to traditional state institutions’ (Hacker et al., 2015: 183, emphasis
added).

23 Which in the case of climate change policy is heavily carbonised (Unruh, 2002; Levin et al., 2012).

24 Patashnik (2008: 12) adopted a slightly different approach to understanding the fate of large-scale public-
interest reforms. Although he worked across a range of different policy types, he also (deliberately) sampled
on the dependent variable, selecting cases of high and low durability.

25 This was of course Pierson’s (1994) motivation for studying policy feedback in the first place.

26 Of course flexibility is not the only principle of ‘good’ policy design (for others, see Goodin, 1996: 39),
but is the one that we will mainly focus on in this book.

27 This may partly explain why so many feedback scholars started with the most durable policy effects
and/or types of mechanism and traced them back to their original instruments.

28 Levin et al. (2012: 138) claimed that there is no reason a priori why path dependence must emerge in an
unpredictable and accidental fashion.



2

Designing Durable Policies
An Instruments Perspective

◈

2.1 Introduction
Policy designers are actively searching for more durable climate policy designs to deliver deep decarbo-
nisation. In Chapter 1, we noted that the existing distribution of resources and actor preferences in this
area means that durable policies have proven immensely difficult to design in the past. Many difficult de-
sign choices and dilemmas will need to be confronted to ensure that future policies are more durable and
more effective. These choices relate to the packaging together of various internal elements to produce an
overall design that generates and is in turn sustained by positive policy feedback.

In this chapter, we explore the two main directions of feedback – positive and negative – and inve-
stigate how feedback thinking translates into the two interconnected worlds of politics and policy design.
Section 2.2 outlines the factors that facilitate the creation of positive policy feedback effects, where ap-
propriate referring back to Pierson’s (1993) two causal mechanisms – namely resource/incentive and in-
terpretive. Section 2.3 follows the same analytical steps, but this time for negative policy feedback effec-
ts. Section 2.4 compares and contrasts the two types, our aim being to move towards syncretic explana-
tions that relate to both policy durability and feedback, work across both feedback directions and are ap-
plicable to a variety of policy sectors. Section 2.5 then considers how policy designers could intentional-
ly design more durable policies, recalling that durability does not necessarily connote complete rigidity.
It outlines what we mean by policy design before identifying the most important devices that designers
can build into policies to promote different degrees of durability and/or flexibility. Section 2.6 explains
how daily processes of policy design often centre on the selection and design of particular policy instru-
ments. After outlining the essential features of voluntary agreements, regulation and emissions trading, it
explores how each instrument type offers distinct opportunities to package together durability and/or fle-
xibility devices. In general, we focus on how instruments appear in their idealised form; subsequent
chapters analyse how climate policies have actually been designed and implemented in the EU. Finally,



Section 2.7 outlines our methods, and Section 2.8 draws together our main conclusions, summarising the
circumstances under which particular policy instruments are more (or less) likely to generate different
types and directions of policy feedback.

2.2 Positive Policy Feedbacks

Positive Feedback
In systems analysis, positive feedbacks are self-amplifying (Richardson, 1991: 7). They occur ‘when a
change in one direction sets in motion reinforcing pressures that produce further change in the same di-
rection’ (Jervis, 1997: 125). Hence apparently small initial perturbations are amplified and, if there are
no counter-reactions (i.e. negative feedbacks), they can eventually produce major changes (Baumgartner
and Jones, 2009: 6). Everyday examples include the sudden emergence of consumer fads and fashions,
or stampedes in large crowds (Richardson, 1991: 217; Jervis, 1997: 149). Systems analysts find positive
feedbacks particularly interesting because they are inherently difficult to predict and explain (Bardach,
2006: 346). Indeed, very strong forms can produce entirely new features – or ‘emergent properties’ (Bar-
dach, 2006: 340) – such as tailbacks in urban streets or collapses in banking systems.

Systems exhibiting positive feedback are said to have certain characteristics. Building on Arthur
(1989, 1994), Pierson (2004: 18) argued that these include

These characteristics have been used to account for the emergence of particular technologies, such as in-
ternal combustion engines powered with fossil fuel. In the past, many promising alternatives to these en-
gines existed, including some using biofuel (see Chapter 5), but they were gradually abandoned (Arthur,
1989: 127). Over time, fossil-fuelled cars have been gradually locked into society through their ubiquity
and associated infrastructures of fuel supply and servicing (Rip and Kemp, 1998: 367; Kline, 2001: 101).
Similar ideas have been employed to explain the triumph of technologies such as the QWERTY key-
board, the VHS video (over Beta versions), and the light-water nuclear reactor. As Arthur (1989: 128)

Unpredictability: because early events have large effects and are themselves partly random. Ini-
tially, many end states are possible and it may be very difficult to predict which will eventually
occur.

Inflexibility: the greater the positive feedback, the harder it becomes to shift from the selected
path to an alternative one (i.e. path dependence).

Non-ergodicity: small and accidental events early in a sequence do not cancel out. They are re-
membered and may have a decisive influence on the eventual end point.

Potential path inefficiency: in the end, the path that is chosen may not necessarily be the best one;
the process may be path-inefficient.



explained, the interaction between seemingly random events and competitive forces can produce ‘an out-
come not necessarily superior to alternatives, not easily altered, and not entirely predictable in advance’.

As noted in Chapter 1, positive feedback is strongly implicated in the emergence of path dependen-
ce, when each step down a particular path produces consequences that increase the relative attractiveness
of that path (Krasner, 1988: 83). As such effects begin to accumulate, they generate a powerful cycle of
self-reinforcing activity which becomes biased in a particular direction (Pierson, 2004: 18). To put it
slightly differently, ‘once actors have ventured far down a particular path, they may find it very difficult
to reverse course. Political alternatives that were once quite plausible become irretrievably lost’ (Pierson,
2004: 10–11).

Positive Feedback in Politics

Positive feedback thinking has been embraced in the fields of political science and governance. At a very
broad level, it has been used to explain long-term trends such as the growth in government activity over
time (Baumgartner and Jones, 2009: 17) and the tendency for certain political issues periodically to ‘cat-
ch fire’ (True et al., 2007: 160). In the policy sphere, positive feedbacks have been implicated in the
long-term development of policy regimes (Weir, 2006: 172), in which problem framings, policy goals
and instruments are arranged in a way that endures over a long period of time (Howlett et al., 2009: 86).
In relation to climate policy, regimes dependent on fossil fuels can be identified in a number of policy
areas including transport, housing and agriculture (Seto et al., 2016). Those advocating for durable de-
carbonisation policies are in effect seeking to replace those high-carbon policy regimes with low-carbon
or carbon-free alternatives. A critically important question arises from this insight: in what circumstances
are positive feedbacks more or less likely to appear and generate politically significant consequences?
Systems analysts suspect that they are more likely to appear in systems which are deeply interconnected
and densely populated with actors and institutions (Jervis, 1997: 253; Arthur, 1999: 107). As we shall
see, it has proven more challenging to advance beyond this general claim and identify the precise condi-
tions in which particular directions of feedback are more or less likely to occur.

Positive Policy Feedback

More recent work has, however, aided our understanding of the conditions in which particular policies
generate positive policy feedback. Policies that do so are said to be self-reinforcing in the sense that they
encourage actors – and specifically the ‘target groups’ which policies aim to influence – to define their
preferences within their internal logic (Thelen, 2006: 155). The most durable policies strengthen their
own political support base over time by enhancing the resources and power of existing supporters and by
creating fresh supporters (Jacobs, 2009: 96). As such, durable policies not only ‘promote [their] future
development, [but] … defend [their] future continuation and expansion’ (Skocpol, 1992: 59). In Chapter



1 we noted Skocpol’s (1992: 58) useful distinction between a policy’s political success and its substanti-
ve success. Thus, politically successful policies are likely to be more durable, simultaneously triggering
and being sustained by strong supportive coalitions. Less durable policies are more likely to target weak
and divided actors, and as a consequence fail to encourage broad political support (Skocpol, 1992:
59–60).

As noted in Chapter 1, positive feedback thinking has been used to account for the long-term grow-
th of broad policy regimes, and also explain their ability to resist reform (see e.g., Pierson, 1994). A du-
rable, path-dependent policy (as opposed to politics – see above), is one in which previous policy deci-
sions have ‘act[ed] to circumscribe or foreclose parts of the policy space’ for change (Kay, 2012: 462),
by limiting future policy options. For policy designers intending to nurture different forms of policy
feedback, a key challenge is how to secure agreement on which policy aspects to stick into place and
which to leave open (i.e. render flexible). Before considering this important point, let us first consider the
origins of positive policy feedback effects, i.e. the first-order effects prior to the full feedback loop.

Explaining Positive Policy Feedback Effects

Analysts have worked hard to go beyond sweeping accounts of the development of broad areas of policy
and understand the precise circumstances in which policies (and specifically their policy instruments)
produce particular positive feedback effects. Initially, it was not clear where they should begin, given
North’s (1990) argument that the ultimate causes of path dependence are highly contingent. If true, such
cases would be very difficult to forecast ex ante (Mahoney, 2000: 511; Pierson, 2004: 44). For those who
had adopted an historical institutionalist framing, the default answer has been to ‘go back’ and trace the
most durable policies back to their origins. For example, in his backward-tracing work on welfare state
dismantling, Pierson (1994: 142, 171–172) contrasted the weak and fragmented networks that emerged
around housing policy in the United Kingdom with the far more unified and powerful pensioner lobby in
the USA. Weaver’s (2010) more recent work has more or less confirmed the same point, i.e. that specific
policy designs have left a significant mark in pensions policy, both in terms of its initial development and
its susceptibility to subsequent reform efforts (see also Jacobs, 2009: 99).1

Building on Arthur (1994), Pierson (2004) nonetheless claimed that certain conditions are especially
conducive to the appearance of positive policy feedback effects. Of these, four in particular stand out: the
presence of large set-up costs; significant learning effects; ongoing coordination effects; and the presence
of adaptive expectations (for a summary, see Pierson, 2004: 24). The importance of large set-up (or fi-
xed) costs falls squarely into Pierson’s (1993: 609) category of resource/incentive mechanisms. Arthur’s
work had demonstrated that when set-up costs are high, individuals and organisations have an added in-
centive to identify and, most crucially of all, stick with a particular option (Pierson, 1993: 609). In envi-
ronmental policy, a classic example is the 1977 US Clean Air Act, which forced polluting firms to bear



the fixed cost of fitting expensive scrubbers to reduce air pollution, rather than burning cleaner coal sup-
plies (for a summary, see Bardach, 2006: 340). This policy had significant policy feedback effects, resha-
ping the policy preferences of the firms that were required to fit scrubbers. Hence, when political circum-
stances changed and a new presidential administration sought to respond to rising energy prices by allo-
wing all firms (including new entrants) to burn cleaner coal (Glazer and Rothenberg, 2005), the firms
that had fitted scrubbers fought to protect their investments (and thus their competitive advantage). Th-
rough the feedback effect of the policy’s initial design, opponents – namely firms that had originally op-
posed the fitting of scrubbers – thus became powerful interests advocating for the Act’s durability.

Other analysts have since suggested that the same type of dynamic may now be playing out in rela-
tion to climate mitigation policy in the USA (Biber et al., 2017: 614, 617) and other parts of the world
(Levin et al., 2012: 135; Meckling et al., 2017: 920). And in an entirely different policy area – that of
pensions – Weaver (2006) has shown how policy beneficiaries (namely working people) were asked to
make significant upfront investments in exchange for a stream of future benefits. These upfront invest-
ments gradually nurtured powerful coalitions that have rendered contributory pension schemes more re-
sistant to policy change (Campbell, 2003; Weaver, 2006: 223; but see Weaver, 2010).

However, policy coalitions only emerged in these cases because the government was able to force
target groups to make upfront investments. If policy designers lack this power and/or target groups suc-
cessfully resist them, then positive policy feedback effects could be neutered (see e.g., Meckling et al.,
2015: 1170). For this reason, designers may opt to nurture positive feedback effects not by imposing con-
centrated costs but by directing a concentrated stream of upfront benefits at target groups, via Pierson’s
(1993) resource/incentive mechanisms. Here, a classic example is Swedish unemployment policy which
empowered trade unions by making them partly responsible for the disbursement of unemployment be-
nefits (Rothstein, 1992; Pierson, 1993: 601). When the policies were challenged, the trade unions imme-
diately leapt to their defence. Resource/incentive mechanisms have also been at work in the progressive
empowerment of large farms and national agriculture ministries by the EU’s Common Agricultural Poli-
cy (Daugbjerg, 2003), and in the rapid growth of renewable energy capacities through feed-in tariffs,
which are a type of public subsidy scheme (Meckling, Sterner and Wagner, 2017: 919; Edmondson et al.,
2018: 5). Similarly, recipients of highly targeted long-term welfare support (for whom payments quickly
become an integral part of their daily lives) provide another good example (Rose, 1990: 282). Therefore,
other things being equal, we hypothesise that policies which require large set-up costs and/or distribute
significant and concentrated benefits, are more likely to produce positive policy feedback effects than
those that do not.

Learning has also been regularly implicated in the appearance of positive policy feedback effects.
Arthur (1994) argued that with constant repetition, actors learn to reap increasing returns from a given
technology, which in turn spurs further innovations in that technology. By taking that basic insight and



transferring it to the policy world, both Skocpol (1992) and Hacker (2004) showed how government
agencies that were established to implement new policies learned how to further their interests by inter-
preting their remits in a more expansive manner. For example, when the EU created the Common Agri-
cultural Policy, national agricultural ministries hired new staff, who identified new ways to secure addi-
tional payments upon which their jobs partly depended (Daugbjerg, 2003: 433). These are classic resour-
ce/incentive feedback mechanisms. Two important implications follow from this observation. First of all,
the absolute level of the benefits does not necessarily have to be that large to be politically consequential.
Building on Wilson (1980: 371), Pierson (2015: 292) has argued that the recipients only have to perceive
that the benefits are relatively important to support their continuation, which in part depends on their vi-
sibility and their predictability. Second, the more that recipients premise significant decisions on the con-
tinuation of the benefits, the more likely that positive feedback effects are to endure (Pierson, 1993: 608).
Therefore, other things being equal, we hypothesise that benefit-distributing policies which become large
enough to constitute a significant premise of target groups’ everyday existence, are more likely to gene-
rate positive policy feedback effects.

Meanwhile, coordination effects occur in a situation where a policy’s impact on target groups grows
when other actors adopt the same behaviour. In the literature on technological innovation, coordination
effects are assumed to be more likely when, as noted above, a particular technology is linked to a set of
supportive infrastructures (e.g. cars and roads, fuel stations and tyre-repair facilities). Investments in the
linked technology make the original technology more attractive to new adopters, rendering the associated
policies more durable. Over time, the gradual, recursive development of technologies, durable public po-
licies, consumer behaviours and supportive infrastructures produces vast interdependent webs of cause
and effect which deliver ‘massive increasing returns’ to incumbent interests (North, 1990: 95). This line
of reasoning is, as noted in Chapter 1, a mainstay of the socio-technical innovation literature, but policy
feedback scholars have also successfully applied it to understand the behaviour of big policy beneficia-
ries such as farmers, pensioners and the disabled, who premise their everyday behaviour on the expecta-
tion that the flow of policy benefits will be maintained into the future. Over time, durable policies beget
durable politics, and vice versa. Therefore, other things being equal, we hypothesise that policies which
consolidate the status quo distribution of costs and benefits (and thus deliver further returns to powerful
and well-organised incumbent actors) are more likely to generate positive policy feedback effects than
those that work against them.

Finally, adaptive expectations relate to the tendency for positive feedback processes to generate
their own internal momentum as actors feel compelled to side with ‘the winning coalition’ (Baumgartner
and Jones, 2002: 15). In Chapter 7 we will reveal how consumers have repeatedly shunned electric vehi-
cles, fearing that the supportive infrastructure of charging points and repair facilities will not be installed
at a sufficient rate. Although there are obvious links back to the dynamic associated with coordination
effects (see above and, e.g., Pierson, 2004: 24), the dynamic of adaptive expectations has a somewhat



separate origin – actors feeling under pressure to ‘pick the right horse’. Thus, every motorist that purcha-
ses a fossil fuel-powered vehicle is in effect signalling to other buyers that theirs is the ‘right’ choice to
make. In turn, they signal to others to behave in a similar way, thus increasing the likelihood that everyo-
ne’s expectations become almost self-fulfilling (Bardach, 2006: 347). Pierson (1993: 608) was sufficien-
tly intrigued to devote several pages to explicating what he referred to as ‘policy lock-ins’:

Policies may create incentives that encourage the emergence of elaborate social and economic networks
[…] Major policy initiatives have major social consequences. Individuals make important commitments in
response to certain types of government action. These commitments, in turn, may vastly increase the
disruption caused by new policies, effectively “locking in” previous decisions.

Interestingly, he specifically mentioned transport and housing policies, both of which are relatively hi-
ghly carbonised. Policy lock-ins are in effect extremely durable areas of government activity in which
actor behaviour has, as noted above, unwittingly become self-replicating (Seto et al., 2016: 434). There-
fore, other things being equal, we propose that policies which generate strong adaptive expectations are
more likely to generate positive policy feedback effects than those that do not (Béland, 2010: 574). Ha-
ving explicated the triggers and facilitators of positive policy feedback effects, we now switch direction
and consider negative policy feedback effects.

2.3 Negative Policy Feedbacks

Negative Feedback
In Chapter 1, we noted that negative feedbacks generally produce balancing or self-equilibrating effects
(Richardson, 1991: 5; Bardach, 2006: 341). In systems thinking, they are strongly associated with the
concept of homeostasis – the ability of a system to maintain stability in the face of external perturbations
(Richardson, 1991: 48) – in a way which is analogous to how a thermostat maintains a room’s tempera-
ture at a constant level. Negative feedback thus ‘tends to diminish or counteract a change in any one of
its elements’ (Richardson, 1991: 5). In economics, negative feedbacks stabilise economies ‘…because
any major changes [for example a sudden rise in the oil price] will be offset by the very actions they ge-
nerate’ (Arthur, 1994: 1) as actors seek to lessen their exposure (through fuel switching or by adopting
energy conservation measures).2

Negative Feedback in Politics

Negative feedback thinking has become relatively well-absorbed in the fields of political science and go-
vernance. In politics, political systems are assumed to respond to some external perturbations by counter-
balancing rather than reinforcing them (Baumgartner and Jones, 2002: 9). For example, as elite groups



become more powerful, they tend to trigger counter-reactions from subordinate groups, who act to return
the system to an even keel (Howlett, 2009a: 253). These arguments were central to Truman’s ‘disturban-
ce theory’ of American pluralism (Baumgartner and Jones, 2002: 12), to the notion of ‘countervailing
power’ in the community power debate, and to the balance of power concept in international relations
(Jervis, 1997: 121). More recently, they have been employed to construct theories of long-term policy
change (Baumgartner and Jones, 2009: 288).

Negative Policy Feedback

Negative policy feedback undermines the original policy at t+1, which could in turn trigger a set of re-
sponses ranging from fairly small adjustments in the precise calibration of its constituent policy instru-
ment, through to its complete removal and replacement with a new one (P2) at t+1, t+2, etc. Logically, it
is reasonable to assume that negative policy feedbacks are just as likely to appear as positive ones. In
Chapter 1, we noted that both types were mentioned by Skocpol (1992: 59) in her seminal contribution;
Pierson also briefly referred to backlash dynamics in his review of the field (Pierson, 1993: 620). But
soon after, negative policy feedback dropped out of the discussion. It is notable that in his book-length
account of institutional change, Pierson only mentioned negative feedback on a handful of occasions
(Pierson, 2004: 22, 73).3 In fact, he claimed that ‘most policies are remarkably durable’ and are ‘general-
ly subject’ to positive feedback (Pierson, 2004: 15, 35; emphasis added). Self-reinforcing processes
were, he added, especially prevalent in the political sphere; being ‘arguably more pervasive and intense
than they are in the economic sphere’ (Pierson, 2004: 10). But if this were generally true, the overall po-
licy landscape would quickly become ‘frozen’ (Skocpol, 1992: 59; Pierson, 2004: 77), leaving policy de-
signers with nothing to do but tweak what is already there (Thelen, 1999: 396). Clearly, this is not happe-
ning in EU climate policy making, which – as we noted in Chapter 1 – is replete with many new policies.

In the 2010s, new scholarship rediscovered negative policy feedback. In a timely contribution, Wea-
ver (2010) sought to understand why mounting fiscal pressures4 arising from large pension programs had
triggered policy reforms in some but not all countries. This finding was significant because positive feed-
back had been widely assumed to be the norm in that particular policy area (Marier, 2012: 403). Weaver
(2010: 139) also noted that negative policy feedback may be equally influential in other non-distributive
policy fields such as transport. He ended by noting that policy interventions to increase mobility in that
sector had created many new problems, such as air pollution, congestion and accidents, that fuelled
counter-mobilisations involving environmentalists and road safety campaigners. He concluded that nega-
tive policy feedback should become a new focus of attention, which he defined as the ‘consequences of a
policy that tend to undermine rather than reinforce the political, fiscal or social sustainability of a parti-
cular set of policies’ (Weaver, 2010: 137; emphasis added).



Evidently, negative policy feedbacks arise from the tendency – noted by Schattschneider (1935) –
for policies to create losers as well as winners (Jacobs and Weaver, 2015: 454). What might such losses
entail? First and most obviously, they arise when there is continuing opposition from opponents who fai-
led to get their way at the policy adoption stage. Such opponents do not simply disappear when the poli-
cy is adopted (Sheingate, 2003: 200); to quote Thelen (2003: 231–232) some may opt to stick ‘around to
contest the next round’ of policy making. Very large and powerful incumbent interests such as oil and
gas companies, may have an added incentive to do this, some having time horizons that may greatly ex-
ceed those of politicians, and the capacities to remain engaged with the policy process over long periods
of time.

Second, negative policy feedback may be triggered by the emergence of opponents that did not mo-
bilise at the policy formulation stage, but subsequently become more involved, either because they were
simply biding their time and waiting for an opportunity to weaken the policy, or because it unexpectedly
harmed them (e.g. through the imposition of costs – a resource/incentive feedback mechanism; see Wea-
ver, 2010: 139; Jacobs and Weaver, 2015). Third, negative policy feedback may draw in completely new
opponents (Mahoney and Thelen, 2009: 9–10), either from within the policy area or from cognate areas
(Pierson, 1993: 600). Finally, negative feedback may create entirely new opposing groups that did not
exist when the policy was created and whose entire raison d’etre is to weaken the policy in question
(thus exemplifying the balance theory of interest group mobilisations noted above).

Regardless of whether the opponents pre-existed or are freshly mobilised, it is important to clarify
which feedback mechanisms are at work. On this matter, there is still much analytical work to do, guided
but not determined by Pierson’s original distinction between two main types.5 The policy could, for
example, establish new sources of information (e.g. on polluting emissions) that, through interpretive
mechanisms, alter who interest groups perceive to be at fault (Pierson, 1993: 632). Moreover, if emis-
sions are found to have a detrimental impact on a particularly vulnerable social group or ecosystem, it
may provoke what agenda-setting theories refer to as a ‘focusing event’ which generates broader disquiet
about the policy amongst voters (Pierson, 1993: 619). Finally, if the original policy instrument is percei-
ved to have unambiguously failed, it may trigger what Pierson (1993: 613) termed ‘negative learning’
about what does not work allied with an equally forceful desire to ‘find something better’. Second and
related to that, it is important to understand the interaction between the coalitions favouring the original
policy and those advocating for change. If the opponents have weak capacities and are divided, policy
designers may not be put under significant pressure to respond and may elect to stick with the policy sta-
tus quo. But if the opponents are empowered by the policy (through, for example, the provision of new
information – an interpretive mechanism), become more vocal and better organised, and/or external con-
ditions suddenly change, designers may find themselves under pressure to step in and reform the policy.



And if a policy is seen unambiguously as failing, even its original supporters may concede the need for
change to protect it and the broader policy paradigm from further political damage.

Finally, negative policy feedback should not be confused with weak or even absent positive policy
feedback (Howlett, 2009a: 247; Patashnik and Zelizer, 2013). At a minimum, negative policy feedbacks
occur when a policy directly triggers political opposition to itself. In its most extreme form, it not only
triggers opposition to the original policy, but to the adoption of new policies in the same and/or cognate
areas (Skocpol, 1992: 59; Patashnik and Zelizer, 2010: fn. 3). In fact, a policy could conceivably trigger
so much opposition to itself that designers are discouraged from adopting any further policy interven-
tions in that issue area – a particularly extreme example of what Daugbjerg (2009: 399) referred to as
‘the power of precedent’.

Explaining Negative Policy Feedback Effects

Although the policy feedback literature has only recently shown interest in negative policy feedback ef-
fects, the first-order effects that can eventually lead to a weakening of a policy’s durability, there are
clues as to when and where they are more likely to appear and be politically consequential. First of all,
they are more likely to appear when a policy directly creates losers, chiefly through the operation of re-
source/incentive mechanisms. However hard designers sell their policies as pareto optimal (Bardach,
2007: 339), most will, as Schattschneider (1935) predicted, eventually produce some losers (Weaver and
Rockman, 1993: 464). Whether by accident or by design, we therefore propose that policies that impose
immediate and relatively concentrated costs on particular groups are more likely to produce negative po-
licy feedback effects than those that do not.

Second, we hypothesise that negative feedback effects are more likely when the losers – or those
who perceive themselves to be at risk of losing – are powerful, well-organised and strongly mobilised
(Mahoney and Thelen, 2009: 17), as is often the case with many industries that support fossil fuels
(Geels, 2010). Such actors tend to be especially assiduous and forceful defenders of the pre-adoption sta-
tus quo. They are unlikely to stand idly by if policy designers try to ‘lock in’ radically different policy
designs. On the contrary, they are very likely to aim at ‘locking out’ new policy interventions, either by
diluting them during the policy formulation stage or undermining them during the implementation
process.

Third, we hypothesise that negative feedback effects are more likely to appear if the initial case for
adopting the policy was weak, strongly contested and/or undermined by subsequent events. In such ca-
ses, ‘emergent losses’ (Jacobs and Weaver, 2015) and/or gradual changes in the public’s perception of
problems are more likely.

Finally, we hypothesise that negative feedback effects are more likely when opponents effectively
have no alternative but to mobilise against the original policy. In his seminal account of the US welfare



state, Hacker (2004: 246) argued that target groups who suffer losses essentially have two options. They
can opt to ‘work within’ the existing policy to achieve their ends, perhaps by engaging in selective non-
compliance, adopting a new ‘drop-in’ technology to achieve compliance at a lower cost (Victor, 2011:
134), and/or by finding ways to pass on the additional costs to competing firms and/or their customers.
Alternatively, opponents may opt (or have no alternative but) to ‘work outside’ the policy (Hacker, 2004:
246), by secretly engaging in incomplete implementation, pushing for some policy change or even open-
ly advocating for complete dismantling. The choice between the two will in part be shaped by how direc-
tly and how heavily the target groups have been harmed by the policy in question.

2.4 Positive and Negative Policy Feedback Effects: Towards
an Analytical Synthesis

Having now introduced both directions we are in a position to move towards an analytical synthesis. In
Chapter 1 we identified an urgent need to connect policy designs with different first-order policy effects
via the causal influence of specific feedback mechanisms. Table 2.1 is a first attempt to do just that, hi-
ghlighting the implications for the most salient policy actors identified in Chapter 1 – namely target
groups, government bodies and other interest groups. The existing literature has chiefly concentrated on
the positive policy feedback effects on the left-hand side of Table 2.1. Our expectation is that in a more
regulatory setting such as climate policy, the effects on the right-hand side of the table are likely to be
more prevalent leading to greater policy turbulence and change, although this is something we will sub-
ject to empirical study.

Table 2.1 The main directions of policy feedback: typical effects

Positive policy feedback Negative policy feedback

Target groups Align their preferences and activities with
the logic of the policy

Align their preferences and activities
against the logic of the policy

Government bodies New sources of authority and legitimacy
to intervene
Greater bureaucratic capacity to support
the policy

New sources of authority and
legitimacy to intervene
Greater bureaucratic capacity to block
the policy

Other interest
groups

Creation and expansion of pro-policy
coalitions

Creation and expansion of anti-policy
coalitions

Indicative examples Major policies
Super statutes
Living legislation

Dismantled policies
Retrenched policies
Drifting policies



Impact on future
design options

Contraction of the policy menu: path-
departing reforms are less likely (policy
durability)

Expansion of the policy menu: path-
departing reforms are more likely
(policy turbulence)

Source: own composition.

Second, putting positive and negative feedback effects alongside one another usefully reveals that
they have rather similar analytical antecedents and hence should be studied together rather than separate-
ly. Counter-posing them also invites new questions to be asked about how well feedback thinking travels
across different policy areas and modes of governing (Pierson, 2006: 130).

Third, by adopting a more syncretic approach we seek to understand better the interaction between
Pierson’s (1993) mechanisms. Table 2.2 draws on the existing literatures to illustrate the potential inte-
raction between the two main types of mechanism and a range of observable effects. In general,
Pierson’s (1993) original argument that more is known about the operation of resource/incentive mecha-
nisms than of interpretive mechanisms remains pertinent (see for example, Mettler and SoRelle, 2014).
But in a more regulatory policy area such as climate change in which governmental actors are widely im-
posing costs, we should be especially careful not to overlook the role of interpretive mechanisms as they
may operate in subtler ways, for example through changing actors’ cognition and understanding.

Table 2.2 The potential interaction between policy feedback mechanisms and policy feedback effects1

Feedback effects

Government Target groups
Other interest
groups

Policy feedback
mechanism

Resource and
incentive

For policy supporters
in government:
New tasks, new
mandates.
New capacities e.g.
revenue streams.
New bureaucratic
lobbies.

Stronger policy
clienteles who reap
policy benefits.
More supportive
coalitions.
Stronger niches (for
policy coalitions to
exploit).

Bigger policy
coalitions.
New niches (for
policy
entrepreneurs to
exploit).

Interpretive Policy learning on
what works (the
‘power of precedent’).
New sources of data
and information.

Policy learning on
what works (the
‘power of precedent’).
New sources of data
and information.

Creation of
focusing events.
New sources of
data and
information.

1 The examples given are for positive feedback only.



Source: based on Pierson (1993); Campbell (2012); and Mettler and SoRelle (2014).

Finally, in Chapter 1 we declared that our ultimate goal is to move from mapping out first-order
feedback effects, though to examining the resulting changes in inter-actor dynamics to eventually under-
standing the feedbacks on the original policy (i.e. completing the full policy feedback loop; Mettler,
2015: 271). The existing literatures suggest that four factors (some of them endogenous to the policy,
some of them exogenous) will come into play as we move from the effects to the resulting policy feed-
backs (Pierson, 2004: 154):

The extent to which the policy re-shaped the coalitions that existed at the point of adoption. In
general, positive policy feedback effects, perhaps intentionally nurtured by policy durability devi-
ces, expand the original winning coalition, lock the policy in place (greater durability) and limit
the scope for future policy design. By contrast, negative policy feedback effects diminish the
winning coalition, either by turning supporters into opponents or by drawing in new opponents.
Consequently, they undermine policy durability by opening up new policy change opportunities
and expanding the menu of new design options.

The mediating effect of the policy flexibility devices that were (intentionally) incorporated into the
instrument’s design. For example, did active monitoring forewarn designers of impending short-
falls in performance so that policy changes could be enacted whilst safeguarding the broader poli-
cy paradigm? Or was a specific flexibility clause built into the design to force actors to consider
new designs? In Hall’s account of policy change, a growing perception that the policy is under-
performing produces an endogenous push amongst actors to do things better within the existing
policy paradigm (Baumgartner, 2013), although in the absence of exogenous pressures, this gene-
rally only results in incremental re-calibrations of existing instruments.

The presence of policy entrepreneurs who are sufficiently well-motivated and/or resourced to
maintain the policy status quo or, alternatively, suggest new changes. Such actors are widely kno-
wn to play a key role in policy formulation (Wilson, 1980), but how far does their influence ex-
tend into the post-enactment phase, perhaps even intentionally enabled by policy flexibility devi-
ces? Without entrepreneurs, a policy may be so complicated and its effects so hidden (Mettler,
2011), that some actors – especially voters – may not even realise that they are being adversely
affected (Béland, 2010: 579). But if negative feedback effects take hold, policy entrepreneurs
may be able to exploit any available interpretive mechanisms to pressurise designers to alter the
original instrument. By contrast, when positive feedback effects take hold, they may be able to
use the power of precedent (another interpretive mechanism) to lobby for even stronger and more
durable policies. Either way, feedback mechanisms from the original policy instrument allow po-
licy entrepreneurs to shape wider understandings of its fungibility.



These dynamics will be explicated in the empirical chapters, and then more thoroughly discussed in
Chapters 8 and 9. In the meantime, Table 2.3 builds on Hall’s (1993) three-level model of policy change
to formulate expectations about the policy changes that are more likely to appear at each level as a result
of positive and/or negative policy feedback effects. Having now run through the entire causal sequence
from the original policy through its first-order effects to policy feedback, the next section goes back to
the start of that sequence and explores the scope for designing particular policies in ways that intentio-
nally generate certain types and directions of feedback to increase a policy’s durability.

Table 2.3 Positive and negative policy feedbacks: changes in scope, stringency and time horizon

Positive feedbacks Negative feedbacks

Policy programme More long term
More stringent
Broader in scope

More short term
Less stringent
Narrower in scope

Policy instrument More deeply embedded Challenged and possibly
removed

Policy instrument settings (stringency, scope and
time frame)

More stringent
Broader in scope
More long term

Less stringent
Narrower in scope
More short term

Source: based on Hall (1993); Howlett and Rayner (2013); and Pahle et al. (2018).

2.5 Intentionality: The Conscious Design of More Durable
Policies?

Policy Design: Key Meanings
In Chapter 1, we noted that the vexed issue of intentionality is connected to an even broader debate about
the role of conscious, rational design in the policy design literature. Policy design first emerged as a re-
search topic in the 1950s. It blossomed in the 1970s and 1980s particularly in relation to the development
and application of particular policy instruments (Goodin, 1996). The literature on policy design ranges
between two extreme positions. At one extreme are accounts which view design as not simply possible
but normatively necessary. This literature, some of it directly addressing climate policy topics (see Chap-

The presence of exogenous pressures for change which policy designers feel compelled to ad-
dress (Thelen, 2003: 211). For example, to what extent do international negotiations put pressure
on EU actors to secure faster greenhouse gas emission reductions? Or alternatively, does a world-
wide recession persuade target groups to lobby for less stringent policy designs?



ter 1), has led to a good deal of ‘policy analysis for policy’ which seeks to identify and typologise all of
the available policy instruments (e.g. Salamon, 2002). Not surprisingly, it has tended to reduce political
contestation to a technical matter to be addressed by rational design (Howlett, 2011: 3). At the other ex-
treme, we find studies that have robustly challenged the very idea of designing social life and/or raised
doubts about whether design is even remotely possible in complex policy settings (Howlett and Lejano,
2013: 5).

More recently, a middle way has begun to open up between these two positions which underlines
the importance of design in relation to grand societal challenges such as climate change, but emphasises
the acute difficulty of designing more durable policies in practice (Peters, 2018: 3). Essentially, design is
taken to refer to the process of creating policy responses to particular problems (Peters, 2018: 1). The
emphasis is firmly on describing and explaining those policy processes as opposed to adopting a particu-
lar normative position (Howlett, 2019) – i.e. it is ‘analysis of policy’. According to Bobrow (2005: 75),
design processes tend to be ‘ubiquitous, necessary and difficult’: ubiquitous because they are expansive,
recurrent and involve many different actors (i.e. there is no single rational designer); necessary – particu-
larly if the aim is to address wicked policy problems (Pierre and Peters, 2005: 143); and difficult because
of the multitudinous technical, political and legal challenges that inevitably arise along the way (Dryzek,
1983: 346).

Bobrow’s useful insight relates back to a fundamental point made by Anderson (1971: 121) nearly
five decades ago, when he argued that ‘the skilful policy maker … is [one] who can find appropriate pos-
sibilities in the institutional equipment of … society to best obtain their goals.’ If the aim is to design po-
licies that are durable in some respects but flexible in others, which items of ‘institutional equipment’ can
designers employ? Salamon’s (2002: 24) systematic analysis of policy instruments offers the most detai-
led attempt to identify the key ‘tool dimensions’6 but none speak directly to the tension between flexibili-
ty and durability. In Chapter 1, we argued that Hall’s (1993) typology of policy goals, instruments, and
settings provides a new and potentially promising way to think about how that tension can be incorpora-
ted into design thinking. His typology identifies the most likely entry points for building durability and
flexibility into policy designs. We also drew a distinction between durability and flexibility devices. In
this section we will explain how these devices fit into Hall’s scheme. In doing so, we will use the term
policy design to mean two quite specific but in practice interrelated things (see also Schneider, 2013:
218): a noun (describing the ‘architecture’ of a policy – see Anderson, 1971) and a verb (describing the
process through which designers produce policy in the real world).

Durability and Flexibility Devices

The general idea of designing for policy durability is a very old one (Bardach, 1977; Ingram and Schnei-
der, 1990; Goodin, 1996). But what policy design features could be employed to increase the durability



of a given policy? Building on the policy feedback literature, one obvious approach is to employ durabi-
lity devices that induce actors to invest in a policy’s long-term existence, over time transforming them
from passive targets into active supporters (Glazer and Rothenberg, 2001: 76ff; Pierson, 2004: 24; Pata-
shnik, 2008: 168; Jacobs, 2009). Durability devices can be built into overarching policy programmes
(and thus operate at the level of policy objectives), into specific policy instruments and their settings, or
into the broader polity (government departments, agencies and so on):

Programme-level durability devices: these operate at the highest of Hall’s three levels. They in-
clude long-term or intermediate programmatic targets to reduce emissions by a fixed amount by a
certain date to nurture confidence that the broad policy direction will endure (Hovi et al., 2009:
23). More specific enablers of action such as roadmaps and/or long-term strategies, perhaps co-
produced with target groups, governments other and social actors, are another popular durability
device (Greeuw et al., 2000; Meckling, Sterner and Wagner, 2017: 919), again creating a shared
vision of what the future will eventually look like (Skjærseth, 2018: 511–512).

Policy instrument-level durability devices: these operate at the level of specific policy instrumen-
ts (Hall, 1993). They can include standards, targets or goals that encourage and/or force target
groups to make a ‘sunk’ investment in the policy. As noted above and by others (Kelsey and Zy-
sman, 2013: 87), such investments have been a particularly popular and effective way to trigger
positive feedback effects in environmental policy. However, designers can also trigger positive
feedback effects by offering concentrated benefits, for example by providing subsidies for new
forms of research and development (Pahle et al., 2018: 864), or for producing a certain type of
product (e.g. renewable electricity generation via feed-in tariffs). Other devices include forms of
monitoring to highlight defectors and thus discourage free riding. Monitoring clauses are regular-
ly built into the design of new EU environment laws to collect and disseminate information on
how they are performing (European Court of Auditors, 2018: 4–5). In other circumstances, the
durability devices can be designed to hinder and/or re-direct flows of information, particularly
with respect to the imposition of immediate costs on target groups and/or to losers more generally
(Jacobs, 2011: 246).

Polity-level durability devices: politicians may be motivated to ‘tie their hands’ by handing over
control to an independent regulatory agency (such as a central bank) (Glazer and Rothenberg,
2001: 84–87; Edmondson et al., 2018: 6) to oversee progress and/or protect their policies from
being undone by their successors (Biber et al., 2017: 632). For example, Meckling (2019: 326)
argues that the International Renewable Energy Agency has performed this role in relation to the
growth of renewable energy technologies. Finally, monitoring and evaluation bodies can be esta-



In Chapter 1 we noted that excessively durable policies may also be problematic (Biber et al., 2017:
610). Policy designers may therefore choose – or be forced by others – to build flexibility devices into
policy designs that provide opportunities to revise policies (Parson and Karwat, 2011: 750).7 Like the du-
rability devices outlined above, flexibility devices can be programme-level, policy instrument-level or
polity-level and function via both of Pierson’s mechanisms:

Table 2.4 summarises examples of the main devices at each policy level.

Table 2.4 Designing policy: different durability and flexibility devices

Design aim

blished to re-assure groups that the policy is performing well, and thus highlight what might be
lost if it were to be changed.

Programme-level flexibility devices: time-limited objectives offer an opportunity to revisit the po-
licy’s design at a pre-determined point in the future (Pierson, 2000b: 486; Heritier, 1999: 10). For
example, in climate policy, emissions reduction targets are often tied to a particular deadline (e.g.
20 per cent by 2020), partly to drive progress (positive feedback) but also to take stock as circum-
stances change in the economy, in technology and in scientific understanding etc. In EU climate
policy, we shall show that when high-level political agreements are set by EU Heads of State to
achieve a particular emission reduction goal, a reference is sometimes inserted into the final com-
muniqué to review the EU’s commitment at a later date (this is known as a ‘revert clause’).

Policy instrument-level flexibility devices: these include procedures incorporated into an instru-
ment (such as a flexibility clause in related legislation) that provide an opportunity to revisit the
policy’s design in the light of changing conditions. They may be more or less prescriptive. Re-
view clauses are regularly inserted into the design of new EU laws and are normally pre-pro-
grammed to be triggered at a fixed point in time (European Court of Auditors, 2018: 4–5). Other
devices go further still and actually specify what should be done in the light of particular circum-
stances (Wilson, 1989: 37), such as a sudden change in the economy, an alteration in international
policy or an extreme weather event such as a flood or a heatwave. Wilson (1989) termed them
‘relational contracts’. By stabilising expectations, they seek to make policies more durable. By
contrast, ‘sunset clauses’ have been inserted into the design of some US clean energy support in-
struments to scale them back at a given point in time, regardless of the situational environment
(Stokes and Breetz, 2018: 84).

Polity-level flexibility devices: these include monitoring and review systems to identify changes
in performance and, where appropriate, flag the need for change.



Means Durability Flexibility

Polity-based Organisational Independent policy
formulators and evaluation
bodies

Independent policy formulators and
evaluation bodies

Policy-based Policy
programmes

Specific objectives
Specific targets
Roadmaps

Time-limited targets and objectives
(e.g. 20% by 2020)
Conditional targets

Policy instruments Targets
Objectives

Time-specific targets and objectives
(e.g. 20% by 2020)
Revert clauses

Policy instrument
settings

Targets
Monitoring provisions
Ex post evaluations

Flexibility clauses
Relational contracts
Sunset clauses
Ex post evaluations

Note: these can operate manually or automatically.

Source: own composition.

To be clear, these are not devices to engineer agreement at the policy formulation stage (Weaver and
Rockman, 1993: 458; Compston and Bailey, 2008). They seek to ensure that once adopted, policies en-
dure. But what happens if the policy starts to head off track? To the extent that policy designers consider
such possibilities in advance, they are confronted by a broad choice (Carlson and Fri, 2013: 124). On the
one hand, they may adopt manual durability and/or flexibility devices that require an open and explicit
agreement to adopt corrective measures (Patashnik, 2000: 16). Or they may adopt automatic devices that
operate in the absence of an explicit decision to trigger them (Weaver, 1988; Hacker et al., 2013: 1). Ma-
nual devices have a number of attractive features. They may provide one particular group of designers –
politicians for example – with opportunities to claim political credit for re-directing the policy. If they
operate in an open and participatory manner, they may also allay fears that the design process is closed
and unaccountable, and thus facilitate deeper trust and hence stronger political support. However, they
also have well-known disadvantages. For example, in policy systems such as the USA and the EU, where
power is widely distributed, they may function as veto points that target groups can exploit to block re-
form (Weaver, 1988: 260), perhaps leading to policy drift. Furthermore, the resulting political uncertainty
– or worse still, complete paralysis – may reduce private investor confidence, chilling investment in new
technologies – a risk that is often raised in relation to climate change policy (Stern, 2006: 368–370).

For all these reasons, designers have also invented devices that automatically align policies to chan-
ging external conditions. The best-known example in the social policy field is indexation, which adjusts
benefit payments to reflect changes in the rate of inflation. Market-based instruments are perceived to be



‘highly automatic’ (Salamon, 2002: 32). Automaticity has, for example, been built into the design of
emission caps in some national emission trading systems (Meckling, Sterner and Wagner, 2017: 921) and
into the German and French system of feed-in tariffs (Cointe, 2015: 157; Pahle et al., 2018: 863). Auto-
matic devices have certain distinguishing features that may appeal to some politicians and certain times.
For example, by locking-out opponents and/or avoiding the need to reassemble a sufficiently large politi-
cal coalition, they are not as prone to institutional blockages as manual devices (Weaver, 1988: 243). By
unburdening the policy agenda, they may also allow politicians to escape blame for unpopular decisions
and/or when things go wrong.

However, automatic devices also have well-known drawbacks. For example, the loss of legislative
discretion may deprive politicians of opportunities to claim political credit for avoiding drift; it may also
undermine democratic accountability and hence system-wide trust and confidence. Second, in areas of
regulatory policy such as climate change, disagreement in the formulation process may render it difficult
to reach an upfront decision on which device to use in the first place, in which case manual devices in
effect become the automatic option. This is precisely why Weaver (1988: 240) found that politicians tend
to adopt polity-related devices, such as independent agencies, which can be tasked with achieving policy
change in a more depoliticised setting.

Finally, the differences between manual and automatic devices may themselves have politically hi-
ghly significant long-term effects on the visibility (or otherwise) of the costs and benefits generated by a
policy, and thus the functioning of policy feedback mechanisms (Arnold, 1990; Hacker, Pierson and The-
len, 2013: 1). To put it slightly differently, one way in which designers can lock their policies into place
is to prevent losers from realising that they are worse off and/or reduce their opportunities to mobilise
against the policy (thus limiting negative policy feedback; Pierson, 2015: 292).

2.6 The Design of Policy Instruments

Policy Design Processes
In Chapter 1 we argued that in the real world policy designers rarely design policy programmes de novo
(Levin et al., 2012: 132–133). Instead, they expend their energies on adapting existing policy elements
(policy goals, instruments and instrument settings; Howlett, 2009b) in a way that reflect new policy ob-
jectives. As we also noted in Chapter 1, a common entry point for these (re)design activities are specific
policy instruments (Schneider and Ingram, 1997; Salamon, 2002). Instruments may appear towards the
bottom of Hall’s (1993) scheme, but the policy feedback literature reminds us that their design can be
politically consequential (Mickwitz et al., 2008: S169). If all policy instruments corresponded to a set of
pre-packaged archetypes, predicting those feedbacks would be relatively straightforward, but in practice
they do not. No two policy instrument designs are ever exactly the same – in practice, there is an almost



‘unlimited’ variety of subtypes (Kooiman, 2003: 45).8 However, the policy instruments literature helpful-
ly suggests that each basic instrument type (e.g. regulation, voluntary agreements, market-based instru-
ments etc.) has a distinctive design or set of ‘internal dimensions’ (Salamon, 2002: 24) that specify the
roles and responsibilities of critically important actors . Crucially, it is this architectural design that alle-
gedly imparts each instrument type with a distinctive ‘spin’ (Salamon, 2002: 11, 28) leading to a set of
political (feedback) effects. In using that term, Salamon (2002) was not, we think, suggesting that the in-
strument’s architecture would determine the resulting policy feedbacks. Instead, we think he was sugge-
sting that by altering the flow of resources and information, instruments alter the capacities and preferen-
ces of actors, which in turn allows designers to (re)direct the timing and form of political conflict. Thus,
while instruments will not fully determine outcomes, they may nonetheless influence what future politics
is about – a set of interlinked causal steps which policy feedback scholars are uniquely positioned to ela-
borate. In the remainder of this section we briefly describe each instrument type and explore the condi-
tions in which it is likely to generate distinctive feedback dynamics, including – crucially – the opportu-
nity to make subsequent changes.

Policy Instruments: Opening the Toolbox

Policy instruments constitute the tools at the disposal of governments to implement their policy objecti-
ves (Wurzel et al., 2013: 28). In Chapter 1 we distinguished between three types that are commonly used
by the EU: (1) regulatory instruments; (2) voluntary instruments, principally voluntary agreements; and
(3) market-based instruments, e.g. emissions trading. Of course, moving from this abstract threefold ty-
pology to real-world instruments requires careful empirical work which we will undertake in Chapters
3–7. For the time being, however, this typology allows us to explore their core design features in a little
more detail. Thus regulatory instruments constitute a relatively coercive form of governing, through whi-
ch targets are established (normally by public authorities) and then implemented by public and private
actors. Failure to meet them usually triggers punitive action, although in practice they can be either man-
datory or indicative. They can adopt different forms including bans and prohibitions, licenses and permi-
ts (Salamon, 2002; Taylor et al., 2012). Command-and-control regulation is usually regarded as the ‘har-
dest’ policy instrument of all because it involves a relatively high degree of coerciveness. The 2003 Bio-
fuels Directive (examined in Chapter 5) corresponds to this basic type of instrument.

By contrast, voluntary instruments are agreed between public authorities and private actors who vo-
lunteer to adapt their behaviour. The Organisation for Economic Co-operation and Development (OECD,
1994: 4) has defined voluntary environmental policy agreements, as ‘voluntary commitments of the indu-
stry undertaken in order to pursue actions leading to the improvement of the environment’. In general,
they constitute the ‘softest’ and least coercive policy instrument type. Börkey and Lévêque (1998) fur-
ther differentiated between negotiated agreements and unilateral agreements.9 Negotiated agreements are



slightly more coercive in the sense that they constitute formal contracts negotiated between industry and
public authorities, often to address specific environmental problems. They may or may not be legally
binding, but normally their contents are revealed to the public. The 1999 agreement on car emissions
(covered in Chapter 7) corresponds to this type of instrument.

Finally, market-based instruments occupy a middle position in the spectrum of instrument types
(OECD, 1994: 17). Eco-taxes and emissions trading schemes, long advocated by economists on cost-effi-
ciency grounds, are the most widely used in the environmental field. The OECD (1980: 8) has of course
continually emphasised their flexibility, but in practice much depends on how they are designed in practi-
ce. In principle, emissions trading is relatively simple and relatively flexible. In a cap-and-trade system,
for example, a limit is set on overall emissions and target groups must surrender tradable emission allo-
wances equal to their emissions. But in practice, allowances can be allocated for free (i.e. less coercive)
or sold through auctions (i.e. more coercive). Where more flexibility is preferred, decisions about, e.g.
allowance allocation can be discharged locally (e.g. by national governments) or centrally (e.g. by the
European Commission). Cap-and-trade systems set a cap for the total amount of allowable emissions,
leaving the market to determine the allowance price. Over time the cap can be lowered to bring about re-
ductions in total emissions (i.e. more coercive). In theory, lowering the cap should increase the scarcity
of emission allowances, pushing up their price and creating incentives for actors to reduce emissions.
The 2003 Emissions Trading Directive (covered in Chapter 6) established such a system at EU level. Ta-
ble 2.5 summarises these three instrument types.

Table 2.5 A typology of the main policy instruments

Governance mode
Corresponding policy
Instrument

Interaction between ‘‘governors’’ and
‘‘governed’’

Hierarchy (Regulatory) Regulation Most coercive: ‘Governance by
government’

Market (Market-based) Emissions trading Taxes Intermediate: ‘Governance with
government’

Network (Voluntaristic) Voluntary agreements Least coercive: ‘Governance without
government’

Source: based on Wurzel et al. (2013).

How does this typology relate to the main themes of this book? First of all, instrument types may
differ with respect to the feedback mechanisms that they harness to achieve greater policy durability
and/or flexibility (Salamon, 2002: 25ff). At the coercive end of the spectrum, regulatory instruments
could be expected to primarily harness resource/incentive mechanisms by imposing relatively concentra-



ted costs on target groups. Voluntary instruments involve target groups volunteering to make the sunk
investments needed to trigger positive policy feedbacks. Resource/incentive mechanisms are therefore
not as likely to be heavily relied upon. Finally, emissions trading systems in general (and specifically
cap-and-trade systems) rely upon target groups trading in allowances to emit pollutants; they thus sit in
the middle of our typology. Thus, depending on how the scheme is designed (i.e. how the initial distribu-
tion of allowances is determined), there could be opportunities to distribute concentrated benefits to par-
ticular groups (via resource/incentive mechanisms). Alternatively, target groups could be forced to make
sunk investments by auctioning the allowances to the highest bidder and/or rapidly forcing down the cap
to reduce the supply of allowances.

Second, the three instrument types employ durability and flexibility devices in markedly different
ways. Thus with command-and-control regulatory instruments, key powers to impose costs on target
groups are vested with public authorities. Normally, the responsibility for initiating amendments also
rests squarely with them. In the case of voluntary instruments, the design of the durability and flexibility
devices is more heavily determined by what target groups are prepared to offer, although subsequently
their pledges may be codified in a legal agreement with public authorities. Finally, in many market-based
instruments, responsibility is shared among many actors operating in ‘a market’.10 Thus government ac-
tors will create the policy (governing the initial allocation of allowances in emissions trading etc.) and
may set the overall cap, but thereafter the operation of the market is supposed to provide ongoing flexibi-
lity (Salamon, 2002: 32).

Thirdly, the three types differ significantly in terms of the means through which subsequent flexibi-
lity is achieved. Regulatory instruments tend to be the most reactive, typically requiring manual adjust-
ments.11 Market-based instruments are assumed to enjoy a much higher degree of automaticity (Sala-
mon, 2002: 32). In fact, one of the theoretical advantages of textbook emission trading systems is that
they offer highly dynamic incentives, as market prices adapt to changing external conditions. In practice
(and as more fully explored in Chapter 3), the durability and/or flexibility of any instrument depends on
its specific ‘real world’ design (Carlson and Fri, 2013: 124).

Finally, in examining policy feedback over time, we remain cognisant of the possibility that in see-
king a dynamic balance between durability and flexibility, designers may be operating in a changing con-
text which has been shaped, amongst other things, by the initial instrument. If true, the choice between
instruments (and, crucially, the selection of durability and flexibility devices) in the tool box at t+1 and
t+2 may, if the feedback is sufficiently positive, be relatively endogenous.

2.7 Methods: Process Tracing and Counterfactual Analysis



In this book we employ process tracing to understand the relationship between policy feedback effects,
policy feedback and policy durability. Process tracing is a method to collect ‘evidence on processes, se-
quences, and conjunctures of events within a case for the purpose of either developing or testing hypo-
theses about causal mechanisms that might causally explain the case’ (Bennett and Checkel, 2015: 7). It
has been identified as a particularly effective within-case method to study path dependence and feedback
(Bennett and Elman, 2006a, 2006b: 463–465; Falleti and Lynch, 2009: 1150). In each of the policy sub-
areas discussed above, we use it to trace the development of a policy instrument before, during and after
its adoption, including major instances of policy change (in stringency, scope and timeframe etc.), the
formation of actor coalitions and the policy preferences of key actors such as target groups. We also col-
lect temporal data on how long each instrument lasts in an essentially un-amended form (in days – i.e.
how durable it was), and where relevant, how long it takes to agree a new policy design (the speed of
amendment – again in days). In general, we hypothesise that as policy becomes more durable, the measu-
res of scope and stringency will move in a similar direction, punctuated by relatively brief periods of po-
licy amendment. If, on the other hand, the policy becomes less durable, the measures of scope and strin-
gency will move in the other direction, and any amendments will take much longer period to agree upon
(or result in no amendment at all – hence an increasing risk of policy drift).

The process tracing has two goals (Beach and Pedersen, 2013: 13–20): theory testing and theory
building. As far as the former is concerned, we will seek to test the feedback-related causal mechanisms
explored above, e.g. the expectation that concentrated resource flows to actors will make them more sup-
portive of a particular policy instrument. As far as the latter is concerned, we will endeavour to create
new theoretical expectations around the types and directions of feedback arising from the three instru-
ment types.

In policy feedback research the use of process tracing is often connected to counterfactual analysis.
A counterfactual describes an alternative world in which a particular object or process was not present, in
our case corresponding to one in which there was no policy intervention. As Tetlock and Belkin (1996:
3) have argued, ‘we can avoid counterfactuals only if we eschew all causal inference’, in that a claim that
‘X caused Y’ rests implicitly on a counterfactual claim that ‘if X did not exist, Y would not happen’. In
other words, an approach which assumes necessary conditions – that certain factors were necessary for a
certain process to occur or mechanism to operate – also implicitly assumes the ‘counterfactual absence’
of that factor (Fearon, 1991; Tetlock and Belkin, 1996; Mahoney, 2015: 213). Pierson noted the value of
counterfactual analysis in analysing path dependence and positive feedback (2000a: 265), but did not di-
scuss it at length or employ it in his own work. Yet as Kay (2005: 554) has correctly stated, in order to
‘identify a path-dependent process, it is necessary to show that what did not happen could not have hap-
pened – that is, that certain options were not feasible because of earlier sequences of decisions’. In Chap-
ter 9 we therefore discuss what we found by employing counterfactuals to understand policy durability



and also critically reflect on some of the practical challenges that arise when employing this particular
method.

2.8 Conclusions and Next Steps
We began this chapter by summarising the two main types of feedback – positive and negative. In spite
of the bias in the existing literature towards positive policy feedbacks (see Chapter 1), many gaps remain
in our understanding of when and how they arise. This omission is especially critical in an area such as
climate change where policy makers are under political pressure to create self-reinforcing policy inter-
ventions. We then outlined some of the difficult choices that must be confronted by designers who are
seeking to ensure that policies are both durable and flexible. In turn, we noted the importance of more
syncretic explanations that work across both direction of feedback (Jervis, 1997: 168–169; Pierson,
2004: 50; Jacobs and Weaver, 2015).

In the second half of this chapter we considered how policy designers could intentionally design
more durable policies. We outlined our interpretation of policy design and identified the durability and
flexibility devices that policy designers can, in principle, utilise to achieve different degrees of durability
and/or flexibility. We then made new theoretical connections between the three main instruments, and
different mechanisms and directions of feedback, showing how each instrument type offers distinctly dif-
ferent opportunities to package together durability and/or flexibility devices. We concluded by outlining
our methods. In summary, this chapter has mostly focused on policy instruments in the idealised form
that they are described in textbooks. In the next chapter we begin to analyse the forms that they have ac-
tually taken in EU climate policy.

Endnotes

1 In effect, endogenising issues such as programme maturation and slow growth that were exogenised by the
‘New Politics’ school of policy dismantling (Ross, 2000: 13).

2 It was this idea of self-equilibrium – a key axiom of standard economic approaches – that North and Arthur
sought to challenge with their ‘new’ institutional economic approaches (Arthur, 1999: 108).

3 But see Pierson (2004: 135–7).

4 Note his reference to a resource/incentive mechanism.

5 Virtually all of the examples in Pierson (1993) relate to mechanisms of positive feedback.



6 He identified four: coerciveness; directness; automaticity; visibility (Salamon, 2002: 24–32).

7 Not just any changes, but particularly those which are deemed to be appropriate and relevant in the sense
that they keep the policy as a whole on track (Goodin, 1996: 41).

8 This variety is probably why the policy instrument literature became rather obsessed with defining and to-
pologising instrument types (Wurzel et al., 2013: 23–8), rather than tracing out their feedback effects.

9 Unilateral commitments are less coercive and tend to consist of general promises made by individual com-
panies and/or industry associations independently of public authorities. They do not appear in the EU’s tool-
box and hence are excluded from our sample.

10 Hence the economic argument that by taking matters out of the hands of bureaucrats and/or politicians,
market instruments automatically instil policy with greater credibility.

11 But some regulations may be designed to be ‘light handed’ and/or ‘smarter’ to allow them to adapt more
easily to changing exogenous conditions (e.g. inbuilt flexibility clauses and relational contracts etc.; see, for
example, Gunningham et al., 1998).
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Designing Policy Durability
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Designing Climate Policy in the European
Union

◈

3.1 Introduction
This chapter explores how policy designers in the European Union (EU) have addressed the challenge of
climate change. In particular, it outlines the broad design space in which they have sought to create and
sustain more durable policies. Starting with the broad aims of EU climate policy and then moving down
to the establishment of particular aims, objectives and instruments, it reveals what design decisions were
made, by whom and for what purpose. In particular, it focuses on how, when and why designers built du-
rability and flexibility devices into their policy packages. Much of the previous work on policy durability
and feedback has, as we noted in Chapter 1, concerned policies and design spaces that have a strongly
distributive character. Therefore, Section 3.2 begins by exploring the nature of climate change as a di-
stinct policy problem (Rosenbloom et al., 2019: 169), pinpointing how the design challenges (and hence
design spaces) differ from those in national social and welfare state policy. Section 3.3 builds on these
insights by summarising the main instrument choices that were made in EU environmental policy in the
past. In doing so, it reveals what Howlett and Cashore (2009: 39) would characterise as the EU’s ‘policy
instrument logic’. Although there are well-known theoretical advantages of selecting from the full array
of instruments (Jordan et al., 2003: 12–16), we demonstrate that the EU has a strong preference for regu-
latory instruments. Our analysis then moves along the instrument continuum introduced in Chapter 1, i.e.
starting with regulation and ending with voluntary action. Section 3.4 focuses on the historical evolution
of EU climate policy since the late 1970s, noting how climate policies have incorporated different com-
binations of durability and flexibility devices. Finally, Section 3.5 summarises the main points about de-
sign choices and spaces in the EU.

3.2 Policy Durability, Policy Feedback and Climate Change



The concepts of policy durability and policy feedback emerged from studies of social, pension and wel-
fare state policies, principally enacted in the USA. Such policies tend to have certain characteristics: they
mostly deliver concentrated benefits to recipients (generally individual citizens); their public profile (or
‘issue salience’) amongst the general public is generally quite high; and their costs are dispersed across
the wider population, chiefly those who pay tax. By contrast, the politics emerging in a policy area such
as climate change are likely to be different (Lowi, 1972; Wilson, 1980): the issue salience amongst mass
publics is often lower than amongst scientists and policy specialists; interest groups are likely to exert
greater influence; and existing and as-yet-undeveloped technology is likely to play a more significant
role. The remainder of this section unpacks these characteristics in more detail.1

First, science plays a relatively significant role in the politics of climate change, which increases the
overall complexity of policy making and in turn creates a barrier to greater public understanding. The
scientific complexity associated with understanding how greenhouse gas emissions impact the Earth’s
climate at various scales is relatively high. Natural cause-and-effect relationships are difficult to compre-
hend, let alone observe, and hence are much more difficult for non-experts (including voters) to apprecia-
te. These difficulties are compounded when potential social responses to climate change are taken into
account. According to one review of the literature, ‘our … brains and societal perspectives … are not
well suited to the timescales and time lags of climate change’ (Pahl et al., 2014: 377). Hence one of the
pre-conditions for the appearance of positive policy feedbacks amongst mass publics – the presence of
policies that have ‘massive tangible impacts on citizens’ lives on a daily basis (Patashnik, 2008: 29) – is
less likely to be satisfied. In fact, the effects on mass publics of many climate change policies2 are likely
to rank fairly low in terms of their visibility and traceability (Pierson, 1993), leaving the door open for
policy opponents to sow doubts in their minds and those of policy designers (Giddens, 2015: 157–158).
But at the same time, their low visibility may create spaces in which environmental interest groups and
policy entrepreneurs can raise the level of societal awareness to push particular policy instruments and
devices.

Second, unlike many areas of social policy, climate policy makers are more likely to be (re)distribu-
ting costs, not benefits. As Hovi et al. (2009: 28) nicely put it: mitigation policies ‘normally involve im-
posing costs on actors whose behaviour has to change’. In the aggregate terms employed by economists,
it is completely rational for a society to completely decarbonise, especially if the net costs of doing so are
lower than the costs of not mitigating (see Stern, 2006). However, politics complicates the analysis be-
cause the costs are often borne by some of the largest and most influential actors in the economy, such as
electricity producers and the car industry (Unruh, 2002). Many of them have a strong interest in preser-
ving the policy status quo (Bernauer, 2013). Moreover – and very much reinforcing the aforementioned
point about public understanding – the costs and benefits of acting are associated with different levels of
uncertainty. The immediate costs of decarbonisation tend to be more certain (i.e. traceable), whereas the



benefits are more uncertain, less traceable and more likely to accrue far into the future (Victor, 2011:
41).3

Third, unlike many social policies, for whom mass publics are the standard unit of analysis (Mettler,
2015: 271), regulatory policies are generally targeted at organised interest groups, known as target
groups in the policy design literature. Target groups are generally more powerful and find it easier to or-
ganise themselves into coalitions than the individual beneficiaries that dominate social policy (Béland,
2010: 577), and for whom collective action can be a significant obstacle to participation in policy design.
In many cases, a policy’s effects on the public, including voters, is easily drowned out by the continual
‘din of politics’ (Jacobs and Mettler, 2018: 359). By contrast, interest groups are more carefully attuned
to how a policy affects them. They are more likely to have the motive, the extended time horizons and,
crucially, the capacities to play a ‘long game’ and involve themselves in all the stages of policy design
(Hacker and Pierson, 2014: 649). By comparison, the turnover of politicians, of policy issues and voter
attention is often rapid. For Hacker and Pierson (2014: 651), ‘organised groups are knowledgeable and
care deeply about policies of which most voters are only dimly aware, and […] policy makers […] pos-
sess a range of techniques for exploiting this asymmetry’. Since Walker (1983: 403), political scientists
have known that groups ‘spring up’ after the passage of new legislation. But when contemplating the
feedback from climate change policies, it is important to remember that policy design processes were
heavily populated with interest groups long before climate change became a salient political issue.

Finally, we know that climate policy is heavily affected by the interaction between policy and tech-
nology (Schmidt and Sewerin, 2017). Until now, the policy feedback literature (and indeed historical in-
stitutionalism more generally) has proceeded by analogising from the literature on technological innova-
tion. But paradoxically, the politics surrounding policy feedbacks and/or the active steering of technolo-
gical innovation has received relatively little attention amongst political scientists (Kay, 2005).4 Yet
when it comes to designing durable climate change policies, the past, present and future role of technolo-
gy is likely to be crucial. In environmental policy, technology plays a deeply ‘ambiguous’ double role
(Berkhout and Gouldson, 2003: 231), being both an important source of emissions and a means to reduce
them. Moreover, we know that the most mature polluting technologies have co-evolved with policies and
societies over time, generating significant policy lock-ins sustained by positive feedbacks. Pierson (2004:
27) has stressed the importance of the tightly interconnected ‘institutional matrix’ between policies, poli-
tics and technologies which generates ‘massive increasing returns’ to incumbents (North, 1990: 95). In
Chapter 4, we will explore how the combustion engine forms a key component of car-based forms of tra-
vel, which in turn is deeply connected to everyday patterns of human interaction (‘car dependency’; see
Rip and Kemp 1998: 367). For policy feedback scholars, what is particularly distinctive about climate
change is the depth and relative maturity of these entanglements. Unruh (2000: 818) has characterised



them as not just a techno-institutional complex, but ‘… possibly the largest techno-institutional system in
history and [one with] … no real precedent’ (Unruh, 2000: 828).

Together, these four characteristics – limited public awareness and understanding; an asymmetrical
distribution of costs and benefits; powerful incumbent interest groups; and very sticky existing policy-
technological interactions – are likely to bear upon the policy dynamics which shape how feedback ef-
fects are translated into policy feedbacks. In the past, they have arguably militated against the intentional
generation of positive policy feedbacks that render policies more durable (Keohane, 2015: 22). Given
their existence, negative policy feedbacks would seem to be more likely to appear in Chapters 5–7 than
positive policy feedbacks. Powerful target groups, such as fossil fuel producers, enjoy massive advanta-
ges from incumbent technologies which may have originally developed in rather contingent circumstan-
ces, but have since become heavily locked in. They also have the means and motivation to mobilise to
scale back policy stringency early in the design process. Politicians that manage to surmount these obsta-
cles and adopt climate policies also risk being challenged by public protestors, as happened in relation to
road fuels in the United Kingdom in 2001 and France in 2018.

In this context, in the remainder of this chapter (and the next) we will explore the policy design pat-
terns and spaces that have emerged in the EU over the last four decades, noting how actors attempted to
adopt durability and flexibility devices in the context of the four problematic characteristics noted above.

3.3 Established Policy (Instrument) Preferences

Polity and Policy Programmes
The EU is often described as a unique, multi-levelled system of governance (Hooghe and Marks, 2003;
Schreurs and Tiberghien, 2007). The sheer number of actors (or ‘veto players’) that need to be satisfied
before a new policy can be adopted or an existing one amended has led Hix (2007: 145) to describe it as
‘hyperconsensual’. This situation has directly influenced the EU’s ability to engage in durable environ-
mental policy making. First, the EU’s structure tends to limit its ability to coerce target groups into ma-
king the sunk investments that facilitate positive policy feedbacks (see Chapters 1 and 2). High-profile
decisions on the EU’s strategic direction, such as overall greenhouse gas reduction targets, are made in
the European Council, an institution which brings together the Heads of State and Government of the
Member States. It makes decisions by consensus, meaning that a single Member State can block agree-
ment and no state can easily be coerced into doing anything. The European Commission, the EU’s exe-
cutive body, is tasked with acting in the long-term interest of the EU; it enjoys a sole right of initiative to
formulate new policy designs that advance European integration. For most environmental legislation, the
European Commission makes a proposal which must be adopted by a majority in the European Parlia-
ment and a ‘qualified majority’ in the Council of Ministers (which is made up of ministerial representati-



ves from each national government). The European Parliament is seen as the ‘greenest’ EU institution,
and often attempts to increase policy stringency (Burns et al., 2013). Finally, an independent agency –
the European Environment Agency (EEA) – collects data on environmental quality and undertakes ana-
lyses of environmental policy performance. Particularly in areas where EU legal competence is weak
and/or contested, policy designs have often been rendered less stringent in line with the preferences of
the least ambitious actor (Jordan and Adelle, 2013).

Second, once the EU has adopted a policy, its hyperconsensuality means that it tends to remain in
place, at least until a sufficiently large number of veto players are able to agree that it should be revised.
This is one of the reasons why policy dismantling in EU-level environmental policy has generally been
quite limited (Gravey and Jordan, 2016). However, policies that cannot be updated run the risk of suc-
cumbing to policy drift (Gravey and Jordan, 2019). Finding ways to ensure adequate flexibility is there-
fore a constant challenge in EU policy design. In some areas, EU law gives the European Commission
delegated powers, through a process known as ‘comitology’, to amend existing policies to reflect chan-
ging circumstances (Blom-Hansen, 2011). These correspond to our category of manual flexibility devi-
ces. In Chapters 5–7, we will note other examples of devices that have been configured to operate in a
more automatic fashion. Meanwhile, the Member States and the European Parliament have also tasked
the Commission and the European Environment Agency to constantly evaluate the performance of EU
policies and distribute information on what is working and what is not. As such, the EU is able to draw
upon polity-based durability and flexibility devices (i.e. the top row in Table 2.4).

Third, the basic institutional structure of the EU affects the design space in which particular durabi-
lity and flexibility devices are built into policy instruments (i.e. the bottom two rows in Table 2.4). It is
widely known that the EU was consciously designed by its founders – the Member States – to operate
with relatively limited financial resources. It does not, for example, tax in the way that conventional so-
vereign states do. Hence, it has relatively little money to spend – and virtually none in the environmental
sector (Jordan et al., 2012). As a result, the EU does not have the means (or the political support) to fund
a (re)distributive welfare state policy, and it has a limited ability to fund subsidies or feed-in tariffs to di-
rectly cultivate positive policy feedback. As such, it cannot utilise resource/incentive feedback mechani-
sms in the same way that most of its Member States can. In fact, some believe that the EU has become so
strongly associated with the use of a single instrument type – regulation – that it should be defined by it –
hence, it is a ‘regulatory state’ (Majone, 1994). The next section explores the use of flexibility and dura-
bility devices at the policy instrument level (i.e. the bottom two rows in Table 2.4), moving from the
most to the least coercive instrument types.

Policy Instruments

Regulatory Instruments



Regulatory instruments come in many different shapes and sizes (Keyes, 1996). Regulation certainly do-
minates the EU’s environmental policy design activities (e.g. Holzinger et al., 2006). Many EU regula-
tions address products, the free trade in which is an integral part of the EU’s trade liberalising (‘single
market’) project. But they also govern processes such as waste disposal, land-use planning and environ-
mental monitoring, which have little or no direct relationship to trade. By 2012, the total stock of envi-
ronmental regulations had grown to roughly 1,000 items (Wurzel et al., 2013). With reference to Table
2.4, individual regulatory instruments usually specify common objectives to be achieved and set specific
targets and deadlines to achieve them (i.e. instrument-level durability devices). Some are implemented
through EU Regulations, which means they are directly effective and immediately legally binding. EU
Regulations are generally used to govern the trade in products – e.g. cars (see Chapter 7). However, the
vast majority are implemented through a less-prescriptive sub-type of regulation known as Directives,
which generally leave Member States with significantly greater leeway to determine how to apply dura-
bility and flexibility devices.

Why are the EU’s policy instrument preferences so heavily tilted towards regulation? First of all,
the EU’s founding Treaties only explicitly mention regulatory instruments. The EU has tried to side-step
this by using them to adopt non-regulatory instruments such as eco-labels, emissions trading (Chapter 6)
and certain types of voluntary agreement (Chapter 7). However, these departures had to survive nume-
rous challenges by veto players, especially those that sought to go beyond the limits of the EU’s legally
constituted design space. Second, using regulation to morally ‘penalise’ polluters may be regarded as a
democratically more legitimate design priority than allowing them to pay to continue polluting (Dryzek,
2001). However, the relative importance of regulations has nonetheless declined in recent years as the
EU has experimented – with varying degrees of success – with non-regulatory instruments (Jordan et al.,
2005), to which we now turn.

Market-Based Instruments

In economic textbooks, a distinction is normally drawn between two main types of market-based instru-
ment: environmental taxes and emissions trading. However, throughout the 1970s and 1980s, the use of
taxes to supplement and/or replace regulation was completely absent from the EU’s policy agenda. Whi-
le Member States adopted a wide variety of environmental taxes at the national level (Andersen, 2019),
regulation remained the main instrument of choice at EU level. Only in the early 1990s did the Commis-
sion, and in particular its environmental ‘ministry’, the Directorate-General for the Environment (DG
Environment), push the idea of EU-wide environmental taxes and other economic instruments in the
EU’s 4th Environment Action Programme5 (COM (86) 485: 16). However, the need for unanimity in the
Council on tax affairs consistently allowed sceptical Member States to block individual proposals – in-
cluding on greenhouse gas emissions. Frustrated by its inability to secure agreement, DG Environment



switched direction and pushed for the adoption of another type of market-based instrument: emissions
trading (see Chapters 4 and 6).

Voluntary Instruments

Similar factors have also constrained the adoption of voluntary instruments at EU level. They were able
to flourish at the national level in Europe where the obstacles were less significant, although not in all
Member States. By the 2000s, almost two-thirds were to be found in just two Member States – Germany
and The Netherlands – although subsequently they have diffused to other countries (Wurzel et al., 2013).
The EU only began to seriously consider a more voluntary approach in the late 1980s. After the publica-
tion of a White Paper on European Governance in 2001, many observers expected the Commission to
adopt many at EU level (Wurzel et al., 2013: 127). However, once policy design discussions moved
down to a more detailed level, the lack of a solid legal basis in the EU treaties again reared its head. It
quickly became apparent that voluntary agreements could only be adopted outside the EU’s formal deci-
sion-making procedures, thus side-lining two of its main policy bodies – the Council and the
Parliament.6 A number of actors, including the European Parliament, environmental NGOs, and Member
States such as Denmark expressed various levels of scepticism about the efficacy of voluntary instrumen-
ts when compared to regulation (see ENDS Europe 1998a, 1998b; European Parliament, 1998).

Despite this scepticism, several EU-level voluntary agreements were negotiated in the late 1990s,
covering the energy efficiency of washing machines and televisions (Bertoldi and Rezessy, 2007: 56–67).
The most high-profile of these agreements – which is discussed in Chapter 7 – was the 1998 voluntary
agreement on CO2 emissions from new cars. In this area, the EU-level automobile industry group, the
European Automobile Manufacturers’ Association (ACEA), preferred voluntary action to regulation.
The Commission therefore set out to build new durability devices into an innovative, sector-wide agree-
ment with the car industry that had the ambitious aims of reducing emissions and blazing a trail for many
more voluntary agreements at EU level. However, that agreement’s failure to drive sufficient emissions
reductions led instead to its removal and replacement by an instrument that was more in line with the
EU’s pre-existing policy instrument preferences: the 2009 Cars Regulation and its successors.

Having now identified and explained the EU’s pre-existing policy instrument preferences and the
design spaces in which designers operated, the next section7 explores how, why and in what form the EU
began to design policies to address climate change. Throughout, we note the main durability and flexibi-
lity devices and explain the means through which they operated.

3.4 The Design of EU Climate Policy

The Origins of EU Policy



In 1986, the European Parliament was the first EU institution to publicly respond to scientific evidence of
rising global temperatures by issuing a declaration (OJ C255 13.10.86). But given that previous attempts
by the Commission to design an EU-wide response to the closely related problem of energy insecurity
had amounted to little following the 1970s oil crisis, the likelihood that its declaration would culminate
in significant policy innovation was not very high. As with matters of taxation, some Member States
were quick to voice their opposition to the EU adopting new legal powers in this area. However, new op-
portunities began to open up at the international level. In 1987, the United States issued a proposal to
create the Intergovernmental Panel on Climate Change (IPCC) and in 1988 an international conference
was convened in Toronto to discuss possible policy responses. In June 1988, the European Council made
an open-ended Declaration on the Environment, in which it stated that ‘…it is urgent to find solutions to
such global issues as […] the greenhouse effect’ (Bull. EC 12-1988: 15). The Declaration can be seen as
an extremely weak programme-level durability device; it did not, for example, include any specific goals,
targets or policies. However, it did create a policy-paradigmatic commitment to address the issue. And
thus, shortly after, the Commission set out its own thinking in a Communication on climate change in the
November of that year (COM (88) 656). Whilst acknowledging that policies to achieve emission reduc-
tions would not be immediately forthcoming, this Communication nonetheless marked the formal start of
climate policy design at EU level. It was a good deal longer before the Commission mooted more speci-
fic policy programme-level durability devices: EU-wide targets for emission reductions (Wynne, 1993:
108–109). In December 1988, DG Environment began to engage other DGs in a discussion relating to
the design of such devices.

In June 1989, the Council of Ministers issued a resolution on the broad, policy programme-level
aim of EU climate policy, namely to mitigate greenhouse gas emissions in order to reduce the risk of di-
sruptive climate change (89/C 183/03). One can detect in this early statement the slow emergence of a
decarbonisation policy paradigm. Nevertheless, the most significant policy design initiatives were being
enacted at the international level (i.e. principally through the United Nations (UN) and involving indivi-
dual Member States acting independently of the EU). Following the Toronto meeting, a number of Mem-
ber States attempted to force the pace by adopting broad, national emission reduction targets (a type of
programme-level durability device). The Netherlands (1989), the United Kingdom (1990) and Germany
(1990) were the first to do so.8 By the Autumn of 1990, a number of Member States had adopted a natio-
nal emission reduction target (Costa, 2008: 534). Yet there was still no common EU-wide target and,
more importantly, no policy instruments to deliver the associated emission reductions.

The EU’’s First Bid for International Leadership

The Commission’s Recommendation – published in March 1990 – to consider a time-specific (i.e. ‘1990
by 2000’) EU-level emission stabilisation target (i.e. a policy programme-level durability device) was a



calculated attempt to work with the grain of Member State preferences (Skjærseth, 1994: 26–27). In June
1990, the European Council subsequently called for the adoption of EU-wide targets and strategies to
limit emissions. In terms of the menu of devices outlined in Table 2.4, this marked a conscious attempt to
move from the broad level of policy programme targets, down to the design of specific policy instrumen-
ts, both embedded in an emerging decarbonisation policy paradigm. During the second half of 1990, a
policy entrepreneur, the Environment Commissioner Carlo Ripa di Meana, pushed Member States to
adopt an even more ambitious policy stance, believing it would enhance the EU’s identity as an interna-
tional actor. In October 1990, a Joint Energy/Environment Council agreed to stabilise the EU’s collective
emissions at 1990 levels by 2000. But again, this policy programme-level durability device only covered
long-term aims, objectives and targets, not the policies and measures to achieve them (Oberthür and Ro-
che-Kelly, 2008: 7). Wynne (1993: 110) dismissed this commitment as an ‘ambiguous supranational con-
coction’, which put off many potentially tricky discussions on their precise nature to some unspecified
point in the future (Oberthür and Pallemaerts, 2010: 29). Nonetheless, it marked a further solidification
in the EU’s evolving and now increasingly interconnected multi-level climate policy design.

Meanwhile, discussions within the UN had progressed to the point that parties were able to adopt a
broad agreement, the United Nations Framework Convention on Climate Change (UNFCCC) in June
1992. As a strong advocate of international cooperation, the EU eagerly signed and later ratified the UN-
FCCC even though it lacked the internal policy instruments to implement its commitments (Oberthür and
Pallemaerts, 2010: 31). Just prior to the official signing ceremony in October 1991, the Commission pu-
blished an integrated package of proposals for discussion (SEC (91) 1744). These covered four main
areas (Haigh, 1996: 164). But as noted in the previous section, the fourth and, from a policy design per-
spective, the most innovative element – the common carbon/energy tax proposal – was eventually rejec-
ted by the Council (Skjærseth, 1994). In some respects, it hardly mattered because at that stage, the UN-
FCCC contained no significant programme-level durability devices, namely specific and binding targets
(Oberthür and Pallemaerts, 2010: 32). But it left the EU in the awkward position of having signed up to a
UN agreement that it did not have the policy instruments to implement. In fact, at the same time as the
Commission’s high-profile tax proposal was being discussed, a more technical decision on a monitoring
mechanism to collect and communicate (via the Commission) information on national emissions and po-
licy measures was being adopted (Decision 93/389/EEC, i.e. a polity-based durability device). After the
tax proposal failed, the monitoring mechanism effectively became the EU’s only major de facto climate
policy instrument. Crucially, it required Member States (i.e. not the EU) to ‘devise, publish and imple-
ment national programmes’ (Pallemaerts and Williams, 2006: 43). However, these activities – to be led
by the Commission but also involving the European Environment Agency (EEA), then only very recen-
tly founded (Hilden et al., 2014) – allowed the EU to conduct ‘distance to target’ studies of whether EU
emissions were on or off track: a potentially powerful interpretive feedback mechanism. The 1993 Deci-



sion on the monitoring mechanism thus created polity-based durability and flexibility devices which
could, through processes of policy feedback, potentially support the design of future policy programmes
and instruments. More importantly, it provided the Commission with information which it could use to
make a more convincing case for new and/or revised policies if national-level policy instruments fell
short of the EU’s unilaterally adopted ‘1990 by 2000’ stabilisation target.

A Widening Gap between Policy and Emissions

As it became clearer that the EU carbon/energy tax proposal was unlikely to be adopted, hopes for stron-
ger EU and UN policies on other matters9 were also receding as the world economy slipped into reces-
sion. So instead, the Commission opted to bide its time and build on the two least controversial elements
of its 1991–1992 climate package. For example, a Decision (93/500/EEC) in another policy area – re-
newable energy generation – was adopted in 1993. Due to Member State opposition it only included in-
dicative, non-binding targets, which Member States were only required to ‘take note of’ when framing
their national energy policies. Although non-binding, the targets were relatively ambitious – such as in-
creasing the share of the energy supply from renewables from 4 per cent to 8 per cent by 2005 and secu-
ring a 5 per cent share of the road fuel market for biofuels (up from virtually zero). In time, these indica-
tive targets provided the foundation and stimulus for subsequent policy instruments after 2000 (e.g. the
2003 Biofuels Directive – see Chapter 5).

When the USA pulled back from the UNFCCC in 1993 (Oberthür and Ott, 1999: 44), the EU reali-
sed that if it was ever to be fleshed out with an emissions reduction protocol (containing binding targets
and a specific timetable, i.e. programme-level durability devices), it would have to show the necessary
leadership. So, in advance of the first Conference of the Parties (COP) to the UNFCCC, to be held in
Berlin in 1995, the United Kingdom announced its readiness not only to stabilise, but cut its emissions in
the period to 2010. In 1990, Germany had committed itself to achieving a 25 per cent emission reduction
by 2005 (see Costa, 2008: 534). In both countries (the two largest emitters in the EU), greenhouse gas
emissions were declining, albeit for ‘non-climate’ policy reasons.10 Nevertheless, their pledges influen-
ced an important political declaration of intent known as the Berlin Mandate (Oberthür and Ott, 1999:
46–47), which eventually paved the way to the adoption of the legally binding Kyoto Protocol in 1997.
Oberthür and Ott (1999: 47) have identified the Berlin COP as a pivotal moment in the slow, step-wise
development of the international climate regime.

In 1996, EU Environment Ministers agreed to seek ‘significant overall reductions’ in emissions after
2000 (Environment Council, 1996: para. 8). Even more importantly, following the publication of the
IPCC’s Second Assessment Report, they resolved that the increase in global temperatures should not ex-
ceed 2 °C above pre-industrial levels. Staying within the two-degree limit quickly became the overall ob-
jective of EU climate policy (Jordan et al., 2013). The adoption of this programme-wide durability devi-



ce immediately generated a need for two further policy interventions. First of all, a complex formula was
needed to allocate the necessary emission reductions amongst the Member States. This was finally ac-
complished in March 1997, after intense horse-trading. Little noticed at the time, the Environment Coun-
cil’s suggestion that industrialised countries should achieve a 15 per cent reduction by 2010 to remain
within 2°C, marked another important landmark in the slow, stepwise development of EU and internatio-
nal climate policy. Second, the new reduction target underlined the need for new policy instruments. The
Commission knew that it was starting from a very low base and so again focused on areas in which
Member State support was likely to be forthcoming, i.e. relatively technical matters such as monitoring,
reporting and energy labelling standards for traded products such as ovens, central heating boilers and
refrigerators. It also launched a strategy to reduce CO2 emissions from cars (COM (95) 689), another im-
portant traded product that was already a well-established focus of local air pollution policies at EU le-
vel. This strategy culminated in the voluntary agreement discussed in Chapter 7. At the time, transport
was a highly anomalous sector from which emissions were increasing rapidly. Nevertheless, in spite of
these new policy design activities, it was by no means certain that the EU would eventually deliver on
the pledges it had made in the UN.

A Second Bid for International Leadership

The policy design debate inside the EU began to deepen after the adoption of the Kyoto Protocol in
1997. In order to secure agreement, the EU committed to achieving an 8 per cent reduction, whereas the
USA and Japan accepted targets of 7 per cent and 6 per cent respectively. These numerical targets were
in effect new policy programme-level durability devices but, in adopting them, the EU was forced to
make some vital compromises including accepting a role for international emissions trading which, as
noted above, was not in line with its existing policy instrument preference for regulation. Moreover, de-
spite repeated predictions that emissions in the EU would rise (COM (1999) 230: 2), most Member Sta-
tes were still rather reluctant to adopt new EU-wide policy instruments, fearing that they would be eco-
nomically too costly.

Then, in March 2001, there was an exogenous shock to the EU system: the newly elected Bush ad-
ministration in the USA announced that it would not ratify the Kyoto Protocol, leaving the EU out on a
limb. At the June 2001 Environment Council, Environment Ministers took the ‘momentous decision’ to
go it alone and lead the climate regime (Bretherton and Vogler, 2006: 108). In March 2000, the Commis-
sion had initiated a large multi-stakeholder road-mapping exercise – a kind of policy programme-level
durability device – known as the European Climate Change Programme (ECCP). During its two stages
(2000–2001 and 2001–2003), the ECCP identified numerous policy options, many of which were worked
up into concrete proposals (Pallemaerts and Williams, 2006: 45) including, significantly, one on emis-
sions trading (see Chapter 6).



After 2001, the pace of international policy design began to increase again. In 2001, the seventh
COP (held in Marrakech) finalised most of the remaining operational aspects of the Kyoto Protocol, pa-
ving the way for its eventual ratification. Encouraging Russia to ratify the Protocol so that it could take
effect arguably counts as one of the EU’s greatest diplomatic achievements (Oberthür and Pallemaerts,
2010: 39). It followed up by designing and adopting a number of new internal policy instruments. These
included the Directives on the Energy Efficiency of Buildings (2002), on Combined Heat and Power
(2004) and, of particular relevance to us, on Emissions Trading (2003) and Biofuels in Transport (2003).
In January 2005, the Commission issued a Communication which evinced a growing sense of confiden-
ce. In March 2005, Environment Ministers even overrode the Commission’s advice and called for more
ambitious policy programme-level goals and ‘reduction pathways’ equating to 15–30 per cent by 2020
and 60–80 per cent by 2050 (Pallemaerts and Williams, 2006: 47). It was almost as if the various EU in-
stitutions were competing with one another to set more stringent, more forward-looking and more dura-
ble policy designs.

In the mid-to-late 2000s, the EU’s determination to play a leading role was reinforced by a number
of focusing events. The first was Russia’s decision (in January 2006) to temporarily halt gas supplies
from the state-owned Gazprom company to Ukraine. This event – which was repeated almost exactly th-
ree years later in 2009 – helped to re-focus attention on the EU’s ongoing attempts to coordinate its inter-
nal energy policy. According to two high-ranking Commission officials, this event gave them ‘new impe-
tus’ to promote new policy designs (Delbeke and Vis, 2015: 86). A second focusing event in 2008 – the
sudden surge in oil prices to an all-time high of nearly $150 per barrel – encouraged politicians to ask the
Commission to explore lower-carbon energy options including biofuels and greater energy efficiency
measures. The third event was the decisive public vote against an EU constitution in French and Dutch
referenda, which had been originally drawn up to make EU governance more democratically accounta-
ble. In the ensuing political power vacuum, ‘Brussels was looking desperately for something to give the
Union a lift [and] Barroso [the Commission President] realised climate change was a good message to
sell’ to win over sceptical publics (Buchan, 2009: 14).

In January 2007, the Commission responded to these three events by launching a new strategy, whi-
ch included a new policy programme goal of a 20 per cent reduction in emissions by 2020, rising to 30
per cent if other developed countries made comparable efforts after the Kyoto Protocol expired in 2012
(COM (2007) 2). In March 2007, the European Council offered its support for these new goals
(7224/1/07; see also Bocquillon and Doebbels, 2014). Other new and potentially far-reaching program-
me-level policy objectives were adopted, including:

Renewable energy – a target, binding at Member State level, that 20 per cent of total EU energy
consumption should come from renewable sources by 2020, corresponding to about 34 per cent
of electricity (COM (2006) 848);



In January 2008, the Commission launched an extensive package of proposals to achieve these goals. En-
titled 20 20 by 2020: Europe’s Climate Change Opportunity (COM (2008) 30) it sought to explain the
benefits of the EU’s embryonic decarbonisation policy paradigm. It contained a number of inter-connec-
ted elements, including new amendments to the existing policy instruments addressing biofuels, CO2

emissions from cars and emissions trading. Crucially (and for the very first time), it sought to address all
emissions in one fell swoop (Oberthür and Pallemaerts, 2010: 47). The proposed EU-wide target would
henceforth be translated into a 21 per cent reduction in sectors within the Emissions Trading System and
a 10 per cent reduction in sectors outside it, both from 2005 levels (COM (2008) 30: 6–7). Recall that
barely a decade earlier, EU-level policy instruments had only addressed a fraction of greenhouse gas
emissions. And ten years before that, there were no policy instruments at all.

The Commission hoped to strike a rapid agreement on the entire package between the Council and
the Parliament by the end of 2008 so that it could be adopted before the next COP meeting in Copenha-
gen in December 2009, at which it hoped to extend the EU’s ‘leadership by example’ approach. Ever sin-
ce the dawn of climate policy in the late 1970s, the EU had played a delicate, three-level game between
international, EU and national policy and politics. But in 2008, the game became even more difficult to
orchestrate as the world economy succumbed to a global financial crisis. Some of the newer Member
States from Central and Eastern Europe viewed the EU’s emerging decarbonisation policy paradigm as a
direct threat to their economic prospects and ability to exploit domestic energy sources such as brown
coal. Led by Poland, they fought to make the package less economically burdensome. For example, the
revised Emissions Trading Directive (2009/29/EC) was amended to allow free allocation to Central and
Eastern European electricity generators. In the new and much more stringent policy instrument gover-
ning car emissions, the compliance deadline was pushed back three years to 2015 (Regulation 443/2009).
In the end, agreement on the whole package was only secured when the Parliament and the Council
struck a broad package deal that traded concessions in one sub-area for more stringent targets in others
(Skjærseth, 2015, 2016).

The Financial Crisis: A Period of Challenged International Leadership

Energy efficiency – a non-binding commitment to reduce the EU’s energy consumption by 20 per
cent by 2020;

Biofuels – a more binding target to ensure that biofuels accounted for 10 per cent of total trans-
port fuel consumption in the EU by 2020, and move towards second-generation biofuels in the
longer term (see Chapter 5);

Carbon capture and storage – twelve large experimental installations to be in place by 2015 and
all new coal plants to be carbon capture-ready by 2020 (COM (2006) 843).



The EU hoped that by offering a more stringent – but ‘conditional’ – greenhouse gas reduction target (30
per cent by 2020) ahead of the Copenhagen COP,11 other major emitters could be lured into joining a po-
litical ‘race to the top’. European Commission President Barroso’s message to world leaders deliberately
played on US President Obama’s election slogan – ‘Yes, you can. Yes, you can also do what we are
doing’ (Barroso, 2008). In October 2009, the European Council called upon other countries to embrace
the EU’s 2 °C objective. In turn, the EU pledged to adopt a new policy programme-level durability devi-
ce: a goal of reducing emissions by at least 80–95 per cent by 2050. Reductions of this speed and magni-
tude effectively put deep and rapid decarbonisation on the EU’s policy design agenda for the first time
and marked a further evolution in the broader policy paradigm (from partial to deep and more rapid
decarbonisation).

But other countries steadfastly refused to enter into a race to the top, rejecting a comprehensive trea-
ty with binding targets and timetables and leaving the EU diplomatically isolated at Copenhagen. The
result was a much looser agreement with voluntary pledges and reviews (Dimitrov, 2010). This outcome
represented a significant defeat for the EU and forced it to come to terms with an even more discomfor-
ting reality: that other actors were not simply unwilling to follow but were willing to block its attempts to
lead. For example, major airlines challenged the EU’s plan to include the international aviation industry
in the EU Emissions Trading System (see Chapter 4) and Canada reacted to new proposals governing the
carbon content of fuels derived from tar sands. Moreover, the economic crisis in Europe, falling oil pri-
ces and the absence of a strong international treaty to replace Kyoto, made some EU Member States
wary of adopting stronger internal policies and/or investing in unproven alternatives to fossil fuels. De-
spite the failure at Copenhagen, the Directorate-General for Climate Action (DG CLIMA) made another
attempt to move the EU to the 30 per cent by 2020 target. However, it failed to secure sufficient internal
support within the college of Commissioners and so, in May 2010, its proposal was not even formally
published (ENDS Report, 2010; Skovgaard, 2013).

Nonetheless, in the run up to the 2011 COP in Durban, the EU managed to build new alliances with
developing countries which enabled an agreement to ‘develop a protocol, another legal instrument or an
agreed outcome with legal force’ by the end of 2015 (UNFCCC, 2012: 1). Against the odds, this amoun-
ted to another unexpected major diplomatic coup by the EU. In advance of that meeting, the Commission
had published plans for a policy programme-level durability device (another ‘road map’) which sought to
demonstrate that deep decarbonisation was both technologically and economically feasible to achieve by
2050 (COM (2011) 112; Delbeke and Vis, 2015: 22). As well as extend the time horizon out to 2050
(with intermediate milestones at 2030 and 2040), it also had the more immediate aim of extending the
life of the Kyoto Protocol, which would otherwise have expired in 2012. After Copenhagen, these agree-
ments suggested that the EU had reclaimed a degree of international leadership (Bäckstrand and Elg-
ström, 2013). Furthermore, the deal struck at Durban helped the Commission to revive the internal deba-



te within the EU over precisely what durability devices – chiefly policy programme-level targets –
should be adopted in the period through to 2020 and on to 2030.

Preparing for the 2015 Paris Summit

In 2013, the European Council duly requested that the Commission re-examine the available design op-
tions. This time, many Member States forcefully demanded that the EU adopt a less prescriptive approa-
ch to deep decarbonisation. Circumstances were rather different than those that had prevailed in the brief
period of intense policy innovation between 2007 and 2008 (Bürgin, 2015). Several Member States flatly
opposed the introduction of new and binding renewable energy and efficiency goals (Flynn, 2013c).
They were even joined by some parts of the Commission, including DG CLIMA (Fitch-Roy and Fair-
brass, 2018: 66). These manoeuvrings had some influence on the Commission’s proposals, which were
hurriedly pushed through internal Commission consultations12 and released on 22 January 2014 (COM
(2014) 15).

After their publication, the conflicts did not take long to resurface. In broad terms, two coalitions
had emerged in the Council. One coalition – known as the Green Growth Group of fourteen pro-climate
Member States13 – sought a more ambitious approach, although they differed on many specific policy
design issues (Green Growth Group, 2014). Poland, on the other hand, emerged as a leader of a more
fluid coalition of Central and Eastern European Member States, who were seeking to move ahead more
slowly (Bocquillon and Maltby, 2017; Braun, 2019). The position adopted by these two coalitions varied
across the different sub-areas in the package. For example, on greenhouse gas emissions, every Member
State informed the Commission in 2013 that they preferred a common greenhouse gas reduction target
for 2030, except one: Poland (European Commission, 2013: 2). On renewables, there was broader disa-
greement on the need for a new target and what form it should take. And on energy efficiency, Member
States were divided on whether or not to adopt a new target (Skjærseth, 2015: 85). On specific policy in-
struments, even generally supportive Member States were willing to block agreement when it suited their
national interests to do so (e.g. Germany in relation to cars, see Chapter 7). In many respects, the lack of
agreement between Member States on internal and external policy matters harked back to the early days
of climate policy, and suggested that the new, deeper decarbonisation policy paradigm was under politi-
cal pressure.

In October 2014, the European Council finally secured internal agreement on the broad outlines of
the 2030 Climate and Energy Framework. To have delayed any longer would have disrupted planning for
the next COP scheduled for Paris in late 2015. The EU was anxious to strike a new globally binding deal
at that meeting and for that to happen, new pledges needed to be tabled well in advance. With time run-
ning out (Keating, 2014e), the European Council managed to strike a deal on new policy programme-
level targets for 2030: a new, binding 40 per cent reduction target for greenhouse gases, a 27 per cent re-



newable energy target (that was non-binding at national level) and an ‘indicative’ target of a 27 per cent
increase in energy efficiency – all compared to 1990 levels. In stark contrast to what the EU had tabled
prior to the Copenhagen COP,14 these effectively amounted to two targets that were binding at EU level
and one that was not.

According to Skjærseth (2015: 86), the EU’s offer amounted to a complex, carefully negotiated pac-
kage deal, hedged around with myriad compromises to bind everyone together. The Commission and the
Member States that wanted a unilateral 40 per cent greenhouse gas reduction target in 2030 (including
Denmark, the United Kingdom, Germany, Sweden, the Netherlands and France) were forced to compro-
mise to secure the backing of Central and Eastern European Member States led by Poland, who were
keen to assert their sovereign right to exploit their domestic reserves of coal and shale gas (Keating,
2014d). Poland in particular fought hard to delay agreement until after the Paris COP (Flynn, 2014). It
also pushed for the insertion of a revert clause (a type of policy programme-level flexibility device, see
Table 2.4) which would allow for a loosening of the target if a global treaty was not adopted in Paris. Ho-
wever, Herman van Rompuy, the then President of the European Council, claimed the opposite was in
fact true, i.e. the revert clause would only activate if the Paris Agreement was more ambitious than the
EU had expected (Keating, 2014f). Meanwhile, the United Kingdom failed in its attempt to include ano-
ther flexibility device – a relational contract (see Chapter 2), i.e. an agreement to tighten the greenhouse
gas reduction figure to 50 per cent by 2030 but only if a deal was struck at Paris (Marshall, 2014). But
unlike under the Kyoto Protocol, the EU agreed that its pledge would be fulfilled by implementing emis-
sion reduction measures in Europe.15 Van Rompuy pointedly described the whole deal as ‘an ambitious
yet cost-effective climate and energy path’ (EUCO 230/14: 1). Examining the interweaving of various
flexibility and durability devices at different policy levels allows us to understand better how the EU was
able to strike such a deal, which involved securing agreement on the less contentious issues, but delaying
agreement on the more contentious ones until after the COP.

Policy after Paris

In the run up to the Paris COP, the EU was able to reflect on some important achievements. It was still
the most active global leader in international discussions and, as of 2018, was well on track to achieve its
own ‘by 2020’ reduction targets.16 At Paris, it managed to assemble a new ‘High Ambition’ international
coalition, spanning richer and poorer countries; this was sufficiently strong to secure the agreement of
virtually all UNFCCC parties on the world’s first universally applicable agreement on climate change.
This was undoubtedly another significant diplomatic achievement by the EU. The Paris Agreement
sought to put the world on track to avoid dangerous climate change by committing all parties to keep
long-term global warming ‘to well below 2 °C above pre-industrial levels and pursuing efforts to limit
the temperature increase to 1.5 °C’ (UNFCCC, 2015: 2, emphasis added). It therefore reaffirmed the pro-



gramme-level goal of 2 °C that the EU had originally (and unilaterally) committed to as long ago as
1996. Another new programme-level durability device – again, strongly advocated by the EU – commit-
ted all parties to a new goal of achieving net-zero greenhouse gas emissions by the second half of the
century (i.e. balancing net global emissions with global carbon sinks). At first blush, it appeared as thou-
gh the rest of the world had bought into the EU’s deep decarbonisation policy paradigm.

However, the Paris deal hinges on the industrialised countries providing significant new financial
and technological assistance to developing countries, a commitment which will be subject to delicate ne-
gotiation in the coming years. And the 187 pledges – or ‘intended nationally determined contributions’ –
which were submitted ahead of the summit and together cover 95 per cent of global emissions – are not
expected to keep warming below 3 degrees (UNEP, 2015), let alone 2 °C or even 1.5 °C of warming. A
new set of international polity-based durability devices strongly advocated by the EU – the ‘global stock-
takes’ – were adopted to assess the collective progress towards the new goals adopted in Paris. However,
the first of these stocktakes will not take place until 2023. In the meantime, the developing countries will
expect the industrialised countries to take early and purposeful steps to honour their pledges17 on emis-
sions and funding before 2025, when a new collective goal is expected to be adopted. In June 2017, Oba-
ma’s successor, Donald Trump announced that the USA would withdraw from the agreement in 2020.

The Paris Agreement was widely interpreted as another diplomatic success for the EU. Chapters
4–7 will reveal that it also dovetailed with another round of internal policy review and reformulation ac-
tivities in relation to emissions trading, biofuels and car emissions. The jury is still out on whether these
policies and wider programmatic goals, politically challenging as they were to adopt, will be sufficient to
allow the EU to decarbonise by 2050 (Oberthür and Dupont, 2015). In 2017, the European Environment
Agency (EEA) (2017) concluded that the EU would need to significantly step up its efforts to achieve the
interim cut of 40 per cent by 2030. In the spring of 2018, seven Member States – including France, Swe-
den and the Netherlands – called upon the EU to adopt more ambitious measures to achieve net-zero
emissions by mid-century. In June 2018, Climate and Energy Commissioner Miguel Arias Cañete propo-
sed raising the EU’s national pledge from 40 per cent to 45 per cent by 2030 before the Katowice COP in
2018 and set out policy options to achieve zero emissions by 2050. However, at the beginning of 2019
there were few signs that Heads of State would agree to do so, with a number of Member States, inclu-
ding Poland and the Czech Republic, offering particularly stubborn resistance (Pickstone, 2019).

By contrast, post-Paris negotiations on the renewable energy and energy efficiency directives led to
more stringent targets than were set out by the European Council in 2014. The recast Renewable Energy
Directive increased the 2030 renewables target from the 27 per cent agreed in 2014 to 32 per cent (Direc-
tive 2018/2001).18 The updated Energy Efficiency Directive similarly raised the headline reduction target
from 27 per cent to 32.5 per cent. As noted above, neither of these new targets were made binding at na-
tional level.19 In an attempt to improve long-term planning and coordination, a new Energy Union Go-



vernance Regulation (Regulation 2018/1999) established a new, collective road-mapping exercise. Cru-
cially it obliges Member States to produce National Energy and Climate Plans covering the period
2021–2030, together with longer-term strategies to achieve net zero emissions ‘as soon as possible’. The-
se national roadmaps will be independently reviewed by the Commission, but if it finds them lacking, it
only has the power to issue recommendations.

3.5 Conclusions
This chapter has described the complex and evolving policy design space in which the EU has formula-
ted and adopted individual climate policy instruments. Today, climate change represents one of the most
active areas of EU policy. But it had very modest and relatively recent beginnings – even referring to the
various EU actions before c.2000 as ‘a policy’ probably imputes them with greater coherence and strate-
gic direction than is warranted. With the exception of the Commission’s monitoring function and its (re-
latively marginal) participation in international meetings, for the most part EU policy remained an empty
shell – comprising some long-term programmatic targets and strategies, and an amalgam of national-le-
vel policies and instruments.

Given the EU’s inner workings, it does seem remarkable that such a relatively complex and ambi-
tious body of EU-wide policy even emerged. With hindsight it is possible to discern the influence of an
ongoing ‘game’ (Putnam, 1988) of policy design that has simultaneously worked across and involved:
(1) a wide variety of actors, including states, the EU institutions and non-state actors; (2) the use of flexi-
bility and durability devices at all three levels of policy design (programmatic goals, instruments (inclu-
ding instrument goals) and instrument settings); and (3) the various levels of governance (i.e. internatio-
nal, EU and national). Starting with the first of these, policy designers have had to incorporate the prefe-
rences of many different actors, some of them veto players with the power to block legislation, within a
hyperconsensual system of decision making. Several design strategies have been employed to engineer
agreement (Eberlein and Radaelli, 2010). The first was to engage in policy packaging – linking policies
in the legislative process (as happened in 2008 and 2014) to maximise the scope for striking deals that
dissuaded veto players from exercising their vetoes. The other was to employ what Gibson and Goodin
(1999: 363) have termed the veil of vagueness – that is, pushing for agreement on programme-wide dura-
bility and flexibility devices whilst using revert clauses and relational contracts to deliberately displace
decisions on more contentious policy details into the future.

This takes us to the second aspect of the game: the various levels of governance over which policy
designers operated. It is striking how developments in international and EU policy have not simply co-
evolved, but have actively fed back on one another (Oberthür and Pallemaerts, 2010: 27). Until the early
2000s, the EU lagged behind UN policy, which the Commission used as a means to drive internal policy



development forwards. DG Environment (and more recently its successor, DG CLIMA) was especially
eager to lock the EU into the UNFCCC, hoping it would make policy at both levels more durable, whilst
also generating a need for new supporting policies and measures (Pallemaerts and Williams, 2006: 43).

The third and final aspect of the game has related to the three main elements of policy design (How-
lett, 2009b). In theory, policy designers can build durable interventions by starting at any level in Hall’s
(1993) scheme: policy goals, instruments or settings. Although incremental advances were made in rela-
tion to monitoring and product standards, over time the EU has found that the most effective way to ad-
vance policy was to start at the level of broad, long-term goals and targets – with their associated pro-
gramme-level durability (and flexibility) mechanisms – and then move down to the more detailed level
of policy instruments and instrument settings (i.e. in effect moving down from the top to the bottom row
of Table 2.4). Table 3.1 recasts Table 2.4 using examples drawn from this chapter. It suggests that the de-
sign space in which policy makers have worked to craft durability devices has not necessarily been
equally open at all three levels. The constraints on the working space have been particularly noticeable
when one moves down to the level of specific policy instruments. Table 3.2 summarises the main policy
instruments found at EU level, grouped according to the main sub-types discussed in Chapter 2. In some
cases, the EU has successfully ‘imported’ instruments first used outside Europe (emission trading for
example) and built on pre-existing instrument choices at the Member State level (in the case of the vo-
luntary agreement on car emissions as well as emissions trading). Nonetheless, the most common instru-
ment is still regulation (at least in terms of the number of measures adopted). Policy instrument innova-
tion is only really discernible with respect to emissions trading and the voluntary agreement on CO2

emissions from cars. The two tables also remind us that although the responsibility for determining the
long-term aims and objectives of policy has steadily grown at EU level, shifts in the power to select and
calibrate policy instruments has been rather more uneven.20 Yet our analysis thus far also broadly con-
firms the veracity of a key point made in the existing literatures: that it is at the level of specific policy
instruments that the political battles to generate positive policy feedback have been the fiercest of all. In
view of this, the next chapter examines the instrument-level dynamics in more detail in the three policy
sub-areas analysed in Part II of this book: biofuels (regulatory), car emissions (voluntary) and stationary
emitters (market-based).

Table 3.1 EU climate policy: examples of policy durability and flexibility devices

Design aim

Means Durability Flexibility

Polity Organisational Progress reports by European
Commission and the European
Environment Agency

Progress reports by European
Commission and the European
Environment Agency



Policy Policy programmes Emission stabilisation by 2000 target
(1990)
Two degrees target (1996)
80–95% emission reduction target
(2009)
Roadmaps: the ECCP (I and II)

20-20-20 by 2020 climate and
energy package (2007)
40-27-27 by 2030 package (2014)
Revert clauses

Policy instruments Standards, targets and goals e.g. in:
Biofuels Directive (2003)
ETS Directive (2003)
Voluntary Agreement on Car
Emissions (1999)
Cars Regulation (2009)

Review clauses, relational
contracts and sunset clauses, e.g.
in:
Biofuels Directive (2003)
ETS Directive (2003)
Voluntary Agreement (1999)
Cars Regulation (2009)

Policy instrument
settings

Stringency of the standard
Monitoring provisions
Ex post evaluation requirements

Deadline for the review
Ex post evaluation requirements

Note: these can be designed to operate manually or automatically.

Source: own composition; see Chapters 4–7 for further detail.

Table 3.2 EU climate policy: selected major instruments, 1992–20191

Regulatory instruments

Market-based instruments

Voluntary instruments

1992/2014 Monitoring CO2 emissions

2001 Electricity from renewable energy

2003 Energy performance of buildings

2003/2009/2015/2018 Biofuels

2004 Promotion of combined heat and power

2009/2014/2019 CO2 emissions from cars

2009/2018 Effort sharing of emission reductions

2009/2018 Renewable energy promotion

2012/2018 Energy efficiency

2004 Upper and lower limit for national fuel taxes

2003/2009/2015/2018 Emissions trading

1999 CO2 emissions from cars



1 The policy instruments covered in this book are shown in bold/italics.

Source: based on Jordan et al. (2012).

Endnotes

1 For a slightly different list of characteristics, see Rosenbloom et al. (2019: 169).

2 And arguably also climate change impacts in the absence of strong mitigation policies.

3 Policy designers can, however, manipulate climate policies to make benefits more concrete and push costs
further into the future (e.g. Müller and Slominski, 2013; Wettestad and Jevnaker, 2019). See Chapters 5–7 for
examples.

4 Possibly because technology is not normally such a critical factor in social and welfare state policy areas.

5 A regularly updated list of the main policy aims and objectives, and the policy proposals needed to address
them.

6 Although in practice, the Council signed off on major agreements, and was engaged throughout the policy-
making process that led to the voluntary agreement on cars studied in Chapters 4 and 7.

7 This section draws on Jordan et al. (2010), Chapter 3.

8 Sweden was the first European state to set a target in 1988, but it was not then a Member State of the EU.

9 Because the EU was by then the only consistent pace-setter in the world.

10 Economic restructuring in Eastern Germany, following the fall of the Berlin Wall, and fuel switching from
coal to gas in the United Kingdom.

11 A type of revert clause.

12 In order, it was claimed, to secure Barosso’s political legacy (Keating, 2014a). Russia’s annexation of Cri-
mea also reawakened fears of energy insecurity in Europe.

13 Belgium, Denmark, Estonia, Finland, France, Germany, Italy, the Netherlands, Portugal, Slovenia, Spain,
Sweden and the United Kingdom.

14 Two binding pledges on emission reductions and renewable energy respectively, and an indicative pledge
on energy efficiency.



15 Unlike the 2020 target, which could partially be attained by paying for ‘flexibility’ mitigation measures
undertaken in developing countries.

16 In fact, the indications at the time were that it would collectively reduce its emissions by 20 per cent well
before 2020 (Skjærseth, 2015: 87).

17 Including mobilising USD 100 billion per year to support climate actions in developing countries before
2025.

18 Chapter 5 discusses this important change in further detail.

19 Although the renewables target remained binding at EU level.

20 The power to set taxes, for example, still resides at the national level, while governance in other areas has
shifted to EU level.



4

Climate Policy Designs
Contexts, Choices, Settings and Sequences

◈

4.1 Introduction
Chapter 3 described the design space in which EU climate policies have emerged. It revealed an ongoing
game of design that has simultaneously worked across and involved many different actors, governance
levels and policy elements. One of the most significant policy design dynamics has been the one connec-
ting programmatic goals and specific policy designs. In general, longer-term goals set at EU level to
match international-level processes centred on the UNFCCC have been gradually back-filled with policy
programmes and policy instruments.

This chapter examines the instrument-level dynamics and their initial feedback effects in more de-
tail. Sections 4.2–4.4 provide more detail on the three policy areas that were originally introduced in
Chapter 1. For each instrument, we briefly outline the relevant sector’s emissions before the policy desi-
gn process commenced, and introduce the main designers, target groups and interest groups. Then, the
pre-existing policy design space is summarised and the most salient features of each instrument are de-
scribed and an initial preview is given of the most significant post-adoption feedback effects. Over time,
these effects have changed actor dynamics, leading to new policy changes and, eventually, long instru-
ment sequences. These sequences, which are summarised in the concluding section, span many decades
and will be discussed in much greater detail in subsequent chapters.

4.2 The Governance of Biofuels: An Extended Regulatory
Sequence?

Emission Patterns



Biofuels are a type of bioenergy1 resource that are derived from organic matter (International Energy
Agency [IEA], 2011: 5; Bouthillier et al., 2016). The 2003 Biofuels Directive – the EU’s first main foray
into biofuel-related policy design – defines them as ‘liquid or gaseous fuel for transport produced from
biomass’ (OJ L123, 17.5.2003: 44). Unlike fossil fuels, biofuels are, at least in theory, a fully renewable
resource because they derive from plant material (Environmental Audit Committee, 2008). They are also
a central element of the EU’s wider renewable energy ambitions. The economic potential of biofuels has
been recognised for almost as long as cars have been produced: early versions of the diesel engine could
run on a biofuel derived from peanuts (Knothe, 2001: 1104; International Energy Agency, 2011: 10). Sin-
ce then, the economic fortunes of the industry have fluctuated, often in line with international energy pri-
ces. As an influential OECD review has noted, the high cost of biofuels relative to fossil fuels has repea-
tedly limited their uptake (Doornbosch and Steenblik, 2007: 11). Thus, biofuels were regarded as a tech-
nologically viable option until the 1940s, when falling oil prices rendered them uncompetitive (IEA,
2011: 10). They were actively re-promoted after the 1973 oil crisis when fossil fuel prices soared (COM
(2001) 547: 5), and in the 2000s when they rose again.

However, in spite of these cycles, global biofuel production has nonetheless grown spectacularly by
525 per cent between 2000 and 2010, from 16 billion litres to 100 billion litres (IEA, 2011: 10). This gro-
wth was facilitated by a ‘frenzy’ of new policies, mostly adopted at a national level (Ackrill and Kay,
2014: 3). Nonetheless, the global uptake of biofuels slowed considerably after 2010 as fossil fuel prices
dropped (IEA, 2019). In 2017 its share of the global transport fuel market still stood at only 4 per cent,
up marginally from 3 per cent in 2010 (IEA, 2011: 1), leaving the biofuel industry as a relatively niche
player in what is a huge, highly globalised market in transport and other fuels.

There are many different types of biofuel, but two in particular have repeatedly attracted the atten-
tion of policy designers: bioethanol and biodiesel, respectively accounting for 72 per cent and 27 per cent
of global biofuel production in 2017 (IEA, 2019; see also Ackrill and Kay, 2014: 5). Bioethanol is a type
of alcohol derived from corn, barley, wheat and sugarcane – i.e. food and fodder crops. It can be blended
to produce a drop-in alternative to conventional petrol (Ackrill and Kay, 2014: 5). By contrast, biodiesel
is an oil-based fuel derived from the fats and oils in rapeseed, palms, soya and even animal meat. It can
be blended to provide a drop-in alternative to diesel fuel.

Over time, different generations of biofuel have been developed (IEA, 2011: 8). First-generation
biofuels are produced using food crops. When combusted, they produce fewer pollutants than fossil
fuels, but they also suffer from a number of well-known drawbacks. Production processes are relatively
inefficient, typically requiring significant inputs of energy that is often, paradoxically, derived from fossil
fuel (Charles et al., 2007: 5738). In addition, first-generation biofuels are typically derived from feed
stocks that require high-quality land for cultivation. As a result, there have been repeated claims that they
undermine food security and encourage land-use intensification (through requiring chemical fertilisers



and pest controls). Second-generation biofuels are derived from specially grown crops such as switch
grass, the non-edible parts of food crops (husks, shells and cobs) and waste materials such as straw and
cooking oil. Second-generation production processes tend to generate fewer greenhouse gases than those
for first-generation biofuels (Charles et al., 2007: 5738). However, they still require significant quantities
of land for cultivation. Finally, third-generation biofuels are derived from algae (Ackrill and Kay, 2014:
9), do not compete with other potential land uses and have a lower greenhouse gas footprint, although
they do require inputs (typically, sunlight, water and nutrients) that may not be available in all locations
(IEA, 2011: 14).2

First-generation biofuels still account for the majority of current global production and consump-
tion. By contrast, many second-generation and third-generation biofuels are still in the research and de-
velopment stages. However, their market share has been growing significantly. In 2018, second-genera-
tion biofuels (both bioethanols and biodiesels) together accounted for 23 per cent of total biofuel usage
in the EU (United States Department of Agriculture, 2018: 3–4). However, in order to fully appreciate
the multifaceted challenge of developing durable policy designs, one needs to understand the distinction
between different generations of the two main types of biofuel: bioethanol and biodiesel. Thus the most
common first-generation bioethanols are derived from sugar and starch-based crops grown on high-qua-
lity agricultural land (Demirbas, 2009: s108; IEA, 2011: 8). The most common second-generation types
derive from non-food crops such as perennial grasses (Sharman and Holmes, 2010: 310). However, only
recently have these been produced at a sufficiently large scale to make them economically viable (IEA,
2011: 13). The most common first-generation biodiesel supplies derive from a variety of feedstocks in-
cluding rapeseed in the EU and palm oil in tropical countries (Ackrill and Kay, 2014: 6). Second-genera-
tion biodiesels mostly derive from vegetable oils (Di Lucia and Nilsson, 2007: 534) including recycled
cooking fats and oils (Ackrill and Kay, 2014: 8).

The main challenge facing policy designers is how best to incentivise the right type of biofuel use,
which in practice entails matching production capacities with current and future levels of consumer de-
mand. One influential OECD review identified a ‘huge array’ of policy design options for achieving the-
se goals (Doornbosch and Steenblik, 2007: 24). However, according to the UN-affiliated High Level Pa-
nel of Experts on Food Security and Nutrition (HLPE), existing national-level interventions have tended
to fall into two main categories: demand-focused and production-focused (HLPE, 2013: 11). Demand-
focused policies have sought to create new markets for biofuels. They include tax exemptions for produ-
cers, so-called blending mandates that stipulate what percentage of fuel in a particular sector should be
sourced from biofuel, and subsidies to nurture demand (e.g. encouraging private owners and fleet opera-
tors to convert to biofuels). By contrast, production-focused policies have targeted fuel producers and
dealers by offering subsidies to compensate for the additional cost of producing biofuels (and especially
the more advanced types) as compared to petroleum fuels, or alternatively establishing border taxes to
give domestic producers a competitive advantage.



Why have so many policy designers sought to manipulate the demand for and supply of biofuel?
The answer to this question is not straightforward – in fact, the perceived benefits of switching have
changed quite significantly over time and within particular parts of the world (Demirbas, 2009: s109; Ac-
krill and Kay, 2014: 216). Three benefits in particular have been regularly cited by advocates: superior
environmental performance (including lower greenhouse gas emissions); greater energy security through
reduced reliance on imported fossil fuels; and economic benefits, particularly in rural areas that are re-
liant on agriculture (IEA, 2011: 7; Ackrill and Kay, 2014: 11). It is worth remembering that biofuel pro-
duction first took off in Brazil and the USA in the 1970s, primarily to address energy security. In Europe,
governments were much slower to promote production and use; when they did, decarbonisation, energy
security and rural employment were the most regularly cited rationales (Palmer, 2014: 337–338), particu-
larly after the early 2000s (Ackrill and Kay, 2014: 70).

The emergence of the Biofuels Directive in 2003 should be seen in the context of these broader
technological, policy and scientific developments. In fact, many of them are explicitly cited in its ope-
ning recitals. The full story of the Directive’s design is recounted in Chapter 5. It reveals that decarboni-
sation was one of the main rationales cited by advocates. As Palmer (2014: 337) explains, biofuels are, at
least in theory, carbon-neutral: on combustion they release into the atmosphere the carbon which was ori-
ginally sequestered during their growth. In a Communication published alongside the formal proposal for
the Directive in 2001, the Commission boldly asserted that they ‘offer an ideal alternative since, when
based on EU grown crops, they are practically 100% indigenous and CO2 neutral’ (COM (2001) 547: 5,
emphasis added). To be fair, it did qualify this headline statement with a discussion of the high cost of
some production techniques. It also noted that ‘up to half, or more than half, of the CO2 benefit is offset
in the production process for biodiesel and bio-ethanol respectively’ (COM (2001) 547: 5). But it re-
mains the case that, around this time, hopes in some parts of the Commission were high that biofuels
would simultaneously solve many long-standing policy problems in the EU.

In practice, the emissions saved by switching to biofuels vary significantly (Ackrill and Kay, 2014:
24), depending on the precise type and generation of the biofuel used, and how it is produced, including
how the land in which the feedstock was cultivated was previously used (Howes, 2010: 140). Biofuel
production can lead to increased emissions from direct land use change, when the feedstocks displace
food crops (Royal Academy of Engineering, 2017: 8; COM (2010) 811: 3). If, on the other hand, the
feedstocks are grown on carbon-rich land which had not previously been farmed, such as forests, the re-
sulting effects are categorised as indirect – hence the term ‘indirect land use change’ (ILUC) emissions.
It has proven very challenging to quantify the scale of ILUC emissions from biofuel (Giljam, 2016: 102).
As long ago as the late 2000s, scientists began to suggest that when the direct and indirect effects are ful-
ly accounted for, the total emissions arising from production may even exceed those associated with
some fossil fuels (Environmental Audit Committee, 2008: 6; Ackrill and Kay, 2014: 24), although again



the exact amount varies from one fuel type to another. Indeed, far from becoming more widely accepted
as production has grown, the case for converting to biofuels to decarbonise society has become more
contested as new information has emerged and circulated amongst actors.

As the biofuel industry has expanded in Europe, an increasingly complex set of feedstocks has been
used, many imported from outside the EU. In 2015, the European Environment Agency (EEA) conclu-
ded that when the direct and the indirect effects arising from these extended supply chains are taken into
account, the net environmental benefits of biofuels are subject to ‘considerable uncertainty’ (EEA,
2015a: 58). These uncertainties have stimulated – and in turn been greatly compounded by – a succes-
sion of political conflicts between actors promoting or opposing the use of different types (and indeed
particular generations) of biofuel, many employing scientific information in a ‘partial and tendentious
fashion’ (Ackrill and Kay, 2014: 217).

Target Groups and Other Interest Groups

The key policy actors related to EU biofuels policy have included the fuel producers, the vehicle produ-
cers, environmental groups, some (but not all) Member States and the EU institutions. Between 2000 and
2010, global biofuel production expanded massively from 16 billion litres per year to over 100 billion
per year (IEA, 2011: 11). Growth then slowed, but by 2017 production had nevertheless increased to 143
billion litres annually (IEA, 2019). As noted above, production initially centred on the USA and Brazil;
by 2016, these two countries still hosted 70 per cent of global production (IEA, 2017: 103). But gradual-
ly production has also taken off in some – but not all – Member States (Ackrill and Kay, 2014: 4). Our
main point, however, is that production and consumption have rarely been uniformly distributed across
time and space: certain countries and regions have actively promoted certain biofuel types for distinct
reasons and using different mixes of policy instruments. These differences have led to countries trading
in both fuels and feedstocks.

Globally, bioethanol is still produced at much higher volumes than biodiesel (IEA, 2017: 53). Glo-
bal production grew much quicker between 1980 and 2007 – again, principally in the USA and Brazil.
These two countries were anxious to secure new uses for existing agricultural production after the 1973
oil crisis (HLPE, 2013). By contrast, biodiesel production has grown more slowly, but has traditionally
been the dominant biofuel in Europe (Demirbas, 2009: s110), strongly supported by biofuel producers
associated with the agricultural sector, including farmers (Skogstad, 2017: 30, 34–35). The European car
producers have generally been supportive of biofuels (see below), having staked their future profitability
on ‘dieselising’ their car fleets to stay ahead of stricter greenhouse gas emission targets (HLPE, 2013:
12).

In the early 2000s, when the Biofuels Directive was being formulated within the Commission, bio-
diesel production in the EU stood at around 2.3 billion litres – i.e. around four times the total production



of bioethanol (Demirbas, 2009: s109). However, only six Member States produced significant quantities
(COM (2001) 547: 19), amongst which three were dominant (France, Italy and Germany), although there
were also significant production facilities in Sweden, Spain and Austria. The remaining Member States
produced very little or even no biofuel (COM (2001) 547, 19). In 2001, net consumption accounted for
less than 0.5 per cent of overall fossil fuel consumption in the EU (COM (2001) 547: 6). In effect, policy
designers were starting from a very low base.

When the European Commission began to seriously engage in policy design in the late 1990s, the
biodiesel producers were better organised than the bioethanol producers. The key industry associations
dated back to the late 1990s and included the European Biodiesel Board (EBB) (1997) and European Ve-
getable Oil and Proteinmeal Industry (FEDIOL) (1957). Bioethanol producers were initially represented
by the European Union of Alcohol Producers. Formed in 1993 to represent producers of industrial alco-
hol as well as biofuels, it was renamed the European Union of Ethanol Producers in 2004. In 2005, the
European Bioethanol Fuel Association (eBIO) was formed to specifically represent bioethanol producers.
In 2010, the European Union of Alcohol Producers and eBIO merged to form the European Renewable
Ethanol Association (ePure). As biofuel production expanded, other industry groups emerged claiming
either to represent the interests of the whole industry (e.g. the European Biofuels Technology Platform
(EBTP), established in 2006) or particular users and producers (e.g. the Leaders of Sustainable Biofuels,
established in 2010 to promote the use of advanced biofuels in the aviation sector). Associations repre-
senting feedstock industries (e.g. COPA/COGECA – a very powerful interest group representing Eu-
ropean farmers) and competing fuel types (e.g. EUROPIA for the oil and gas industries) also became
more involved.

The involvement of environmental NGOs expanded from a small number (the European Environ-
ment Bureau [EEB], Transport and Environment [T&E] and the World Wildlife Federation [WWF]) to
include most environmental NGOs campaigning on climate change-related themes (Skogstad, 2017: 30).
As public awareness of the associated environmental and social impacts of driving up biofuel use grew,
big international development charities such as Oxfam and Action Aid began to take a more active inte-
rest (Skogstad, 2017: 35).

The Design Space

The first policies to promote biofuels were adopted in Brazil and the USA and generally took the form of
subsidies. By 2011, over 50 countries had become involved, adopting a much wider array of policy in-
struments, each having a distinctive national twist (HLPE, 2013: 11–12). Prior to the EU becoming more
involved, those Member States that had biofuel-focused policies incorporated a mixture of production-
focused and demand-focused instruments. Production subsidies (both direct and indirect, part or wholly
paid through the EU’s Common Agricultural Policy) were an important part of pre-existing national poli-



cy mixes. By 2006, the International Institute for Sustainable Development (2008) estimated that the EU
and individual Member States were subsidising biofuels to the tune of around €3.7 billion per year3 (see
also COM (2001) 547: 17). But according to the Commission, these policy approaches were nonetheless
still too weak and too diffuse to facilitate deep decarbonisation in the EU transport sector. Therefore, it
began to explore ways to institute stronger and more harmonised policy support at EU level.

In theory, there were many ways in which policy designers at EU level could have approached the
design challenge. Given the design space in which the Commission was working (see above and Chapter
3), it was entirely understandable that the Commission opted to employ regulation to set a blending man-
date to drive new sources of production, although it also sought to shape demand. The objective of the
2003 Biofuels Directive was thus to promote the ‘use of biofuels or other renewable fuels for transport’
in each Member State ‘with a view to contributing to objectives such as meeting climate change commit-
ments, environmentally friendly security of supply and promoting renewable energy sources’ (OJ L123,
17.5.2003: 44). Article 3 mentioned several renewable fuels, but the only ones then in existence were
biofuels. Article 2 thus defined a number of different types of biofuel including bioethanol and biodiesel.

The Initial Policy Design

The Biofuels Directive was a form of command-and-control regulation. Thus Article 3 formally required
Member States to ensure that a minimum proportion of biofuels were placed onto their national markets
and ‘to that effect … set national indicative targets’ (OJ L123, 17.5.2003: 44, emphasis added). But whi-
le the setting of these targets – which were essentially a type of blending mandate – was mandatory, their
implementation was non-mandatory and they were established at national level by the Member States
(i.e. the EU was simply facilitating national policy coordination). The targets were to be expressed in the
form of two reference values, which were also non-mandatory: a reference value of 2 per cent (by energy
content) to be achieved by the end of 2005; and a reference value of 5.75 per cent to be achieved by 31
December 2010. The policy instrument-level durability devices were therefore relatively weak. The
Commission also proposed another, more novel durability device: an annual increase in blending levels
by 0.75 per cent starting in 2005, to automatically raise the overall total from 2 per cent in 2003 to 5 per
cent in 2009 (COM (2001) 547: 18). But this was quickly whittled away in the policy formulation pro-
cess and did not appear in the final text of the Directive.

The Directive also did not say much about the precise actions that Member States should take to
achieve their national biofuel targets, other than that governments should establish indicative targets to
guide them (Haigh, 2009: 14–11) and regularly submit progress reports to the Commission. Significantly,
the choice and calibration of specific, national-level policy instruments was left entirely to Member Sta-
tes (Di Lucia and Nilsson, 2007: 533). The only other durability devices included in the Directive related
to monitoring and reporting. Thus under Article 4, Member States were required to submit annual reports



to the Commission (a policy instrument-level durability device), in which they were supposed to explain
their national indicative targets, set out the measures they had adopted to promote biofuels, and describe
their impact in terms of national market shares. Each year, Member States were also required to explain
and justify any difference between their national indicative target and the overall ‘reference value’ set at
EU level. These reporting requirements were substantially stronger than those outlined in the Commis-
sion’s original proposal and were the outcome of a complex trade-off between the European Parliament
and the Council, in which the former insisted on stronger reporting in exchange for non-binding targets
(see Chapter 5).

Crucially, Article 4 also included a flexibility clause, i.e. a policy instrument-level flexibility device.
This obligated the Commission to publish, by 31 December 2006 ‘and every two years thereafter’, an ex
post evaluation report on the progress made by Member States (OJ L123, 17.5.2003: 45). Policy desi-
gners had evidently given some thought to this matter, because the text of the Directive included a detai-
led list of what the Commission should evaluate including inter alia the cost effectiveness of national po-
licies, the economic and environmental costs of production, lifecycle analyses of particular biofuels, and
the greenhouse gas emissions arising from each type. In hindsight, it is striking how many of these issues
featured in the political controversies that gradually engulfed the sector. Finally, Article 4 concluded that
‘if this report concludes that indicative targets are not likely to be achieved’ the Commission should sub-
mit new proposals that ‘address national targets, including possible mandatory targets’ (Article 4 (2), OJ
L123/, 17.5.2003: 46, emphasis added). In the terminology outlined in Chapter 2, this particular flexibili-
ty clause was a relational contract, not only designed to trigger at a precise point in time, but to be heavi-
ly biased in favour of more coercive controls at EU level.

Policy Implementation and Reform

The Commission eventually published its evaluation report in January 2007 (COM (2006) 845; see also
Haigh, 2009: 14.11-11), by which point a wide variety of implementation problems had manifested
themselves. In that report, the Commission confirmed what many policy designers had long suspected –
the interim 2005 target had been missed and the other was ‘not likely to be achieved’ by 2010 (COM
(2006) 845: 6). Consequently, the Commission duly recommended a new, mandatory 10 per cent biofuels
target to be achieved by 2020 (COM (2006) 845: 8; see also COM (2006) 848). Moreover, it also sought
to remedy a number of specific concerns that had emerged since the original Directive had entered into
force. These included the direct and indirect impacts of growing crops for biofuels (e.g. the use of pesti-
cides and fertilisers that could pollute local watercourses) as well as the mitigation potential of particular
sub-types of biofuel. It claimed, however, that substituting up to 14 per cent of road fuels with biofuel
would have a ‘manageable’ impact on agriculture (COM (2006) 845: 11; Haigh, 2009: 14.11-1), provi-
ded adequate policies were in place to encourage ‘good’ biofuels and discourage ‘bad’ ones (Haigh,



2009: 14.11-3). It did not specify what was meant by ‘good’ and ‘bad’, or how policy designs would pro-
duce them.

Far from resolving these ambiguities, what the Commission did next simply compounded them.
Alongside the Biofuels Progress Report, it published a Renewable Energy Road Map (COM (2006) 848).
Recall that the mid-2000s were a period in which the EU was setting increasingly ambitious policy pro-
gramme-level targets (for details, see Chapter 3). The Road Map duly proposed a 20 per cent target for
renewables by 2020 and, crucially, confirmed the need for a legally binding 10 per cent biofuels target,
citing its own ex post-evaluation of the 2003 Directive. The new target proposed by the Commission was
an explicit recognition that the national indicative targets mandated in the 2003 Directive had not provi-
ded a sufficient stimulus to biofuel production (particularly within the EU) and consumption to fulfil EU-
wide goals (Johnson, 2011: 99). More detailed proposals to achieve the 10 per cent target, but for re-
newable fuels, were subsequently published by the Commission in January 2008 as part of a larger pro-
posal for a Renewable Energy Directive (COM (2008) 19). These were adopted as part of the final new
Directive (2009/28/EC) which promoted the use of energy from all renewable sources. Amongst other
things, the 2009 Renewable Energy Directive repealed the Biofuels Directive as of the end of 2011, whi-
ch by that point had only been on the statute book for around six years.

As well as introducing more stringent and binding EU-wide targets, the 2009 Directive included an
obligatory template to improve the quality and timeliness of Member State reporting (Howes, 2010:
142). However, the cycle of policy change did not end there – a little over six years later (i.e. in 2015),
the ILUC Directive (2015/1513/EU) was adopted which amended the biofuel provisions of the 2009 Di-
rective to address the indirect land use change effects triggered by the 2003 and 2009 Directives. Finally,
in 2016, the Commission issued a proposal for a recast Renewable Energy Directive (RED II), which
brought biofuel policy into line with the EU’s post-2020 targets (COM (2016) 767). When adopted, Di-
rective 2018/2001 set a mandatory 14 per cent target for renewable sources in transport for each Member
State. Unlike its predecessor, the recast Directive also capped the use of first-generation biofuels to meet
this target at one percentage point above the share of those fuels in 2020. It also set a mandatory target
for second- and third-generation biofuels of 3.5 per cent in 2030. The cycles of positive and negative po-
licy feedback that facilitated this long instrument sequence are discussed in much greater detail in Chap-
ter 5.

4.3 The Governance of Large Stationary Emitters: Locking
In Emissions Trading?

Emission Patterns



Defining the scope of an emission trading system is not a given: it is a key policy design decision that
can have important implications for the policy’s effectiveness and durability. At a broad level, an emis-
sions trading system can be designed to be either an upstream or a downstream policy. In an upstream
system, fuel producers and importers of (for example) coal and oil must surrender allowances to cover
the emissions embedded in the products they sell. In a downstream system, allowances must be surrende-
red for greenhouse gas emissions at source by (for example) the electricity generation industry (Founda-
tion for International Environmental Law and Development, 2000: 23–26). In the case of the EU (and as
explained more fully below), a decision was made relatively early on in the design process to create a do-
wnstream system due to fears that an upstream system would directly impact Member State energy sy-
stems and so require unanimity voting in the Council of Ministers (Foundation for International Environ-
mental Law and Development, 2000: 23, fn. 21).

In a downstream system, design decisions about policy scope centre on both the types of greenhou-
se gases and the specific activities that will be covered (hence in the EU, stationary point-source installa-
tions such as power stations and/or diffuse sources such as transport). Emissions trading systems around
the world have widely varying sectoral coverage, some relatively narrow (emissions from electricity ge-
neration and industry) others much broader (including road transport, waste and forestry, etc.; see Inter-
national Carbon Action Partnership, 2019: 21).

The EU ETS covers emissions from electricity generation, energy-intensive industries such as steel
production, and aviation. In 2018, ETS emissions (excluding aviation, which is not included in our
study,4 see Chapter 6) were estimated to be 27 per cent lower than in 2005, taking into account changes
in the system’s scope (EEA, 2018a, 2019). However, this overall pattern masked significant differences
between the various sectors. Fuel combustion, largely for electricity generation, accounted for 63 per
cent of emissions in 2018 and had witnessed a 25 per cent reduction since 2005. According to the EEA
(2018a: 21), these reductions were the ‘the main driver of the decline in emissions’ across the entire sy-
stem after 2013. Emissions from the energy-intensive industrial installations (e.g. steel and cement pro-
duction) accounted for 33 per cent of emissions in 2018. In large part due to the 2008 financial crisis, in-
dustrial emissions fell by 12 per cent between 2005 and 2012, but by 2018 they were actually 4 per cent
higher than when the system started. Similarly, aviation – while accounting for only 4 per cent of 2018
emissions – saw a 25 per cent increase in emissions between 2013 and 2018.

Target Groups and Other Interest Groups

The main industrial target groups can be placed in three broad categories: the electricity generation indu-
stry; the energy-intensive industries; and the aviation industry. The electricity generation industry was an
obvious actor for the Commission to target, being a significant point-source emitter of CO2. Around 40
per cent of total EU generation capacity was owned by seven companies in 2013, down from around 60



per cent in 1990 (Dahlmann et al., 2017: 394). Between 2005 and 2012, seventeen of the twenty highest
emitters in the Emissions Trading System (ETS) were electricity companies, which were collectively re-
sponsible for nearly 40 per cent of emissions during that time (Bryant, 2016: 311). At EU level, electrici-
ty generators were represented by the Union of the Electricity Industry (Eurelectric), a well-resourced
and well-staffed business association. The industry had been targeted by EU air quality policy for years,
chiefly because of its contribution to acid rain. As a result, when emissions trading was proposed the in-
dustry was highly engaged from the outset, coordinating modelling exercises and working closely with
the Commission (Braun, 2009: 481).

Companies in the electricity industry found that they shared a number of concerns when emissions
trading was placed on the EU policy agenda. First of all, they generally did not sell electricity outside of
the EU and hence had low vulnerability to global competition. They also calculated that they could
‘work within’ any EU-wide system; a significant percentage of any additional cost of purchasing emis-
sion allowances could be passed on to their customers (see Sijm et al., 2006). Despite some shared inte-
rests, high industry concentration and unified EU-level representation by Eurelectric, emissions trading
was still expected to generate different effects across the industry, largely depending on how carbon-in-
tensive their operations were. High-carbon electricity companies such as Germany’s RWE or Poland’s
Tauron Polska Energia – which relied on coal and had a relatively high CO2 intensity of electricity pro-
duction – preferred less-coercive policy instruments such as voluntary agreements. They were more re-
liant on allowances being allocated for free instead of being sold (see below) and would be disadvanta-
ged by a high carbon price (Chen et al., 2008). In contrast, low-carbon electricity companies such as
France’s EDF – which generated electricity from nuclear or renewables and therefore had a low CO2 in-
tensity of electricity production – perceived that they would be less vulnerable to auctioning and could
actually benefit from high carbon prices by raising their electricity prices without significantly increasing
their costs (Keppler and Crucini, 2010).

The second major target group was the energy-intensive industries, which included the steel, ce-
ment, refining, glass and paper manufacturers. Unlike the electricity industry, this was a much more di-
sparate group of actors operating in many different markets that were relatively exposed to international
competition. In some cases, they actively competed with one another: e.g. the steel and aluminium indu-
stries fought to supply car producers (Roth et al., 2001). This fragmentation was reflected in the manner
in which they were represented in Brussels. For example, a total of twelve EU-level associations repre-
senting energy-intensive industries responded to the European Commission’s first consultation on emis-
sions trading (see European Commission, 2001c). Initially, they did not place a high priority on partici-
pating in policy formulation activities and hence did not produce or actively communicate common poli-
cy positions (Wettestad, 2009b; Skodvin et al., 2010; Meckling, 2011: 38). However, in contrast to its
effects on the electricity industry, the EU ETS created shared policy concerns for the energy-intensive



industries (Wettestad, 2009b). A large number were intensive users of electricity, traded their products in
global markets, benefited from freely allocated allowances and were disadvantaged when carbon prices
rose. In Chapter 6 we shall show how the ETS forced them to coordinate more effectively (a policy feed-
back effect), eventually forming a new coalition in 2005 – the Alliance of Energy Intensive Industries
(AEII). The initial preferences of the main EU institutions and NGOs are covered in more detail in Chap-
ter 6.

The Design Space

The theoretical potential of emissions trading has been extensively debated by economists, but in the
1990s it remained a rather unappealing and ‘peripheral’ policy concept in the EU (Boasson and Wette-
stad, 2013: 56). It was, after all, a relatively novel instrument globally and ran counter to the EU’s policy
instrument preference for regulatory instruments.5 However, these prior regulatory interventions furni-
shed a good deal of usable knowledge about emissions from the sector (note the operation of an interpre-
tive policy feedback mechanism) – detailed knowledge that proved to be directly salient to the Commis-
sion’s emerging plans for emissions trading (Wettestad, 2005: 4).

Emissions trading had first been employed by US authorities in the 1980s (Voss, 2007; Hansjürgens,
2011: 639), and subsequently diffused to some EU Member States – principally Denmark (from 1999)
and the United Kingdom (from 2002). Somewhat ironically, around fifteen years after it began operation,
the EU ETS is still the world’s only supranational emissions trading system. This is one of the main rea-
sons why it has been described as a ‘bold public policy experiment’ (Ellerman et al., 2010: 288) and ‘a
major feat of policy innovation’ (Bailey, 2010: 145). According to one systematic analysis of the ETS’s
first trading period, it ‘lifted the environment from the boiler room to the boardroom, from ministries of
environment to ministries of finance, and from councils to Cabinet tables’ (Ellerman et al., 2010: 1; see
also Ellerman et al., 2016 and Wettestad, 2005: 19).

The Initial Policy Design

The ETS was adopted via a 2003 Directive (2003/87/EC) ‘establishing a scheme for greenhouse gas
emission allowance trading within the Community and amending Council Directive 96/61/EC’. The
2003 Directive laid the ground rules of the system and allocated governance tasks to the various partici-
pants. It established the ETS as a cap-and-trade system, capping the emissions from stationary emitters
by allocating emission allowances, and then making trading of these allowances possible in order to
achieve emission reductions at lower cost (Woerdman et al., 2015: 43). Unlike the UK ETS (but like the
Danish ETS), it was designed to be a mandatory scheme. Thus, installations covered by the system were
required to hold a legal permit to emit greenhouse gases and to surrender allowances equal to their an-



nual emissions. If they emitted more than that they would be fined. Article 10 of the Directive stipulated
that at least 95 per cent of the emissions allowances would be allocated for free directly to target indu-
stries in Phase I (2005–2007), and at least 90 per cent in Phase II (2008–2012; see Woerdman et al.
2015: 56). Auctioning allowances to the highest bidder is the preferred allocation method advocated by
many economists (Hepburn et al. 2006), but in the EU’s scheme, free allocation was, as we shall explain
in Chapter 6, eventually selected as ‘the political price for ensuring’ sufficient Member State support (El-
lerman et al., 2016: 4). In its first two trading phases, the EU’s system was designed to be decentralised –
many of the most significant decisions about the total quantity and allocation of the emission allowances
were placed in the hands of Member States (Skjærseth and Wettestad, 2010b: 66). Crucially, no formal
distinction was made between different types of emitters, e.g. the electricity generators versus the ener-
gy-intensive industries, although Member States de facto arrived at such a distinction when they began to
allocate allowances (Wettestad, 2009a: 312).

The ETS mainly addresses CO2 emissions from stationery sources, namely 11,000 power stations
and industrial plants listed in Annex 1 (Delbeke and Vis, 2015: 41; DG CLIMA, 2016 : 4). It encompas-
ses activities in 31 European countries – the 28 Member States of the EU plus 3 non-Member States (DG
CLIMA, 2016: 96). The aims of the Directive were laid out in Article 1: ‘to promote reductions of green-
house gas emissions in a cost effective and economically efficient manner’. Other than one small referen-
ce to encouraging energy-efficient technologies (in the opening recitals of the Directive – number 20), no
reference was made to other policy aims which emissions trading is often associated with, such as the
nurturing of green technologies (Woerdman et al., 2015: 61).

The system has been organised around a series of ‘trading periods’ (DG CLIMA, 2016). Thus, the
main institutional structures of the policy were established before the initial period of trading in Phase I
(2005–2007), later described as a pilot phase (Ellerman and Buchner, 2007; Ellerman et al., 2010). Du-
ring Phase I, the overall cap was set using emission estimates derived prior to the pilot phase (DG CLI-
MA, 2016: 4). Phase II ran from 2008 to 2012 and coincided with the first global trading period under
the Kyoto Protocol. Phase III extended the lifetime of the system from 2013 to 2020, while Phase IV will
cover the time period from 2021 to 2030.

The 2003 Directive allocated a number of important responsibilities amongst the various actors in-
volved. As the system was – at least initially – decentralised, many of these responsibilities went to the
Member States. Thus, Article 27 required them to bring into force all relevant legal and administrative
provisions by 31 December 2003, draw up a publicly accessible registry of allowances and submit regu-
lar monitoring reports to the Commission (Haigh, 2009: 14.13-2). Importantly, Member States were em-
powered to decide how to allocate the allowances within their respective territories, through the drawing
up of National Allocation Plans (NAPs) informed by 11 criteria listed in Annex 3 of the Directive. The
EU cap comprised the sum total of the allowances allocated through the NAPs; other than the fines, the



cap was in effect the main policy instrument-level durability device. In practice, we shall see that the vast
majority of Member States opted to allocate their allowances to emitters based on their historical emis-
sions (and indeed were constrained by the Directive from auctioning no more than a small percentage).
Member States were also required to decide the fate of the relatively small percentage of allowances that
could in theory be auctioned.

The act of continually trading in allowances is meant to guarantee that all trading systems achieve a
basic level of dynamic flexibility. However, in the EU ETS two other obligations were placed on the
Commission to introduce even more. First of all, the 2003 Directive required it to produce an ex post
evaluation report on the application of the Directive by 30 June 2006. This report would consider no less
than eleven specific issues which were outlined in Article 30 and, if relevant, make recommendations for
a new Directive (hence it was a policy instrument-level flexibility device). The Commission eventually
commenced its review in 2005 (Skjærseth and Wettestad, 2010: 70). Article 30 also gave the Commis-
sion the option to propose an amendment to Annex 1 by 31 December 2004 to extend the scope of the
emissions trading system to other sectors, providing there was sufficient monitoring information on gree-
nhouse gases – i.e. another policy instrument-level flexibility clause. During the policy formulation pro-
cess, the chemicals, aluminium and transport sectors had been mentioned as possible candidates for later
inclusion (Skjærseth and Wettestad, 2010b: 69). Second, Article 14 obliged the Commission to draw up
more detailed monitoring and reporting guidelines (Haigh, 2009: 14.13-2), which were eventually formu-
lated through the comitology process, and enacted via technical Regulation 2216/2004 (Haigh, 2009,
14.13-5). These could be thought of as another policy instrument-level durability device.

Over time, the 2003 Directive was gradually supplemented with more detailed policy guidance on a
range of technical matters such as allowance allocation, monitoring and reporting. In general, these were
formulated by the Commission via the comitology process, the aim being to speed up decision making to
facilitate faster adjustments. However, in the formulation process, the Member States insisted that more
far-reaching changes to the scope and functioning of the system6 had to be adopted through primary legi-
slation – i.e. via new directives – which of course brought in the other EU institutions. Eventually the
2003 Directive was amended, most conspicuously in 2009 and then again in 2018. With hindsight, the
decision to distinguish between these two different routes to making subsequent adjustments was a fate-
ful one, and led to a good deal of acrimony and, paradoxically for something that had sought to facilitate
flexibility, significant delay.

The 2009 Directive, the design of which was informed by the 2005–2006 review mentioned above
(Skjærseth and Wettestad, 2010a, was eventually adopted in just 457 days – an even more ‘speedy’ birth
than the original 2003 Directive (Skjærseth and Wettestad, 2010b: 66). During Phase III, the overall cap
was set centrally to reflect longer-term EU-wide emission reductions targets, 57 per cent of allowances
were auctioned and there were more provisions addressing the concerns of the energy-intensive indu-
stries such as carbon leakage (Skodvin et al., 2010). A fourth phase is scheduled to start after 2020. At



the time of this writing, the system as a whole does not have an end date (DG CLIMA, 2016: 7), althou-
gh this does not imply that its existence is fully accepted by all concerned.

Policy Implementation and Reform

The process of transposing the 2003 Directive into national law was supposed to have been completed by
the end of December 2003, but only the United Kingdom complied on time and the Commission had to
resort to extensive enforcement action against many Member States (Wettestad, 2005: 19). Then, the pro-
duction of the National Allocation Plans (NAPs) proved to be a considerably more complex and time-
consuming process than had been originally foreseen (Ellerman et al., 2015: 4), which triggered disa-
greements and delays; once again, the Commission resorted to legal enforcement measures (Haigh, 2009,
14.13-6). At first, allowance prices in the new system climbed steadily (Skjærseth and Wettestad, 2010b:
69), but then dramatically collapsed in mid-2006 when it became obvious that Member States had over-
allocated allowances to the point-source emitters in their jurisdictions. When electricity generators in
some countries passed on a substantial proportion of the higher market price of the allowances to their
customers, they were accused of generating ‘windfall’ profits (Energy Intensive Industries, 2004; Woerd-
man et al., 2015: 66).

The Commission began to tackle some of the fundamental causes of these problems in 2005, infor-
med by the Article 30 implementation report noted above (Skjærseth and Wettestad, 2010b: 65). A for-
mal proposal to amend the 2003 Directive was eventually published in 2008. The aims of the 2009 Di-
rective (2009/29/EC) were contained in its formal title, namely to ‘improve and extend’ the existing sy-
stem. Amongst its most significant design features were:

In some respects, the design of the system became significantly more complex (i.e. much greater diffe-
rentiation between and within sectors), more centralised (i.e. a single, EU-wide cap and auctioning), and
more automated (Wettestad et al., 2012: 73–74; Müller and Slominski, 2013: 1437). The Commission

A single, EU-wide cap: between 2013 and 2020 this declined automatically over time (by 1.74
per cent per year – a downward slope known as the linear reduction factor) to ensure that the EU
fulfilled its 2020 emission reduction target (Wettestad et al., 2012: 73). In effect, this was a new,
automatic policy instrument-level durability device. Accordingly, the decentralised (and manual)
process of determining the overall cap (via the NAPs) was discontinued.

Much greater auctioning of allowances: auctioning became the norm for electricity generators in
2013 (with partial derogations for installations in Central and Eastern European Member States),
but energy-intensive industries continued to receive free allocation, albeit at a reduced level.

A wider scope: more industries were included (e.g. aluminium production and petrochemicals)
and some additional gases covered (DG CLIMA, 2016: 12, 18).



was also given more administrative responsibilities. Chief amongst them was the production of carbon
leakage lists (Article 10) to guide the allocation of free allowances; they were to be updated every year
on the basis of state-of-the-art technology benchmarks. This proved to be a considerable new administra-
tive task – the first list encompassed no fewer than 165 sectors (Müller and Slominski, 2013: 1437) – and
quickly become a new focus of target group lobbying (an example of interpretive policy feedback).
Member States were also required to make the collection and spending of auction revenues more transpa-
rent. In general, it maintained their right to determine how revenues were spent, but pledged that ‘at least
50%’ would be used to combat climate change (DG CLIMA, 2016: 35). The various other ways in which
the 2003 Directive fed back on and in turn affected the design of the 2009 and 2018 Directives are di-
scussed in Chapter 6.

Ex post evaluations of the EU ETS have focused on its first and second order effects on emissions,
profits, investment and carbon leakage (Laing et al., 2014: 510). They are technically quite complicated
to produce as they require robust data and realistic counterfactuals (Laing et al., 2014: 510; Branger et
al., 2015: 10). Confounding factors (the financial crisis, fuel switching, technological innovation, etc.)
had to be identified and carefully disaggregated. Most have focused on emission reductions achieved, as
that was (and remains) the declared aim of the system. Published evaluations have reported reductions of
between 2 and 4 per cent of the total capped emissions, which may not seem substantial but is relatively
significant given the massive allowance surpluses in Phases I and II (Laing et al., 2014: 516). The effects
of the system on private investment and technological innovation are thought to have been quite limited
(Laing et al., 2014: 516; Branger et al., 2015: 12), reflecting the relatively low price of allowances.

The policy feedbacks created by the ETS have, by contrast, received relatively little attention in the
existing literature (but see Skjærseth, 2018; Wettestad and Jevnaker, 2019: 6, 18). The electricity genera-
tors have proven particularly adept at passing through costs to their customers, although cost pass-throu-
gh has occurred in all sectors (Laing et al., 2014: 514), the precise extent being a function of sectoral-
and firm-level characteristics (Convery, 2008: 128; Skodvin et al., 2010: 860; Skjærseth, 2013: 46). Al-
though modest at first, these feedbacks effects have, over time, became more pronounced and politically
consequential, causing the 2003 Directive to affect the design of subsequent directives (see Wettestad,
2009b: 310), and encouraging actors such as the Commission to push for the scope to be expanded (see
Graichen et al., 2017). From 2005 to 2012, the system covered carbon dioxide emissions from electricity
generation and industrial processes. Starting in 2012, it was expanded to cover aviation emissions from
flights wholly within the EU. In 2013, the scope was again expanded to include several additional indu-
stries (chemicals and aluminium production) as well as emissions of non-CO2 greenhouse gases from a
specific, relatively limited set of industrial processes. Its scope has also expanded geographically as a re-
sult of the accession of new Member States – Bulgaria and Romania in 2007 and Croatia in 2013 – as
well as its expansion to the EEA in 2008. If these extensions in scope had been in effect in 2005, the sco-



pe of the original 2003 Directive would have been approximately 15 per cent greater (Graichen et al.,
2017: 7). Further details of these changes in scope, stringency and timeframe are provided in Chapter 6.

4.4 The Governance of Car Emissions: From Voluntary
Action to Regulation?

Emission Patterns
When, in the late 1990s, the EU came under international pressure to back up its emission reduction
pledges with internal policies, political attention inevitably focused on the transport sector. A 1997 Eu-
ropean Commission Communication noted that greenhouse gas emissions from the sector had risen by
10 per cent between 1990 and 1995 (Volpi and Singer, 2002: 143). More significantly, it predicted that
without stronger internal policies, transport would account for nearly 40 per cent of total EU CO2 emis-
sions by 2010 (Haigh, 2009: 14.2-3). The Commission concluded that from both a political and an envi-
ronmental perspective, the policy status quo was patently unsustainable. In the late 1990s, it warned that
if the transport sector continued on the same trajectory, it would not only imperil the EU’s international
climate leadership ambitions, which significantly increased in the 2000s (see Chapter 3), but require
other sectors to take up the difference (which it argued would be unfair to those sectors).

Fast-forward fifteen years to 2013 and the transport sector still accounted for around 25 per cent of
the EU’s total greenhouse gas emissions, of which passenger cars alone contributed 43 per cent (EEA,
2015a: 28). The Commission’s earlier warning about rising emissions were thus well-founded. In fact,
transport remained the only sector from which emissions increased year-on-year between 1990 and 2013
(EEA, 2015a: 6–7). The EEA has estimated that between 1990 and 2013, emissions rose by almost 20
per cent (against an EU-wide target of a 40 per cent reduction by 2030); from road transport, they had
climbed by almost 17 per cent (EEA, 2015a: 8). In other sectors (principally electricity generation – whi-
ch falls within the scope of the emissions trading system), emissions have fallen.

Cars, heavy goods vehicles, road fuels and spare parts are all traded across borders. As a result, the
Commission has repeatedly argued that the EU should be involved in significant policy design decisions.
However, there were and still are other large and powerful incumbent players, not least the fuel and car-
production companies, many of which have existed for well over a century (Urry, 2008). One of the run-
ning themes of the ongoing politics in the transport sector has been the battle between the fuel and car
industries to shape policy designers’ perceptions of the prevailing design space (Weale et al., 2000: 405).
Politicians have certainly struggled to reach durable decisions on who should enjoy the benefits and
shoulder the costs of transport-related climate policy: fuel producers, car producers and/or consumers?

The interaction between these aspects has done much to constrain the politically feasible design
space. Thus the fuel economy of private cars improved significantly after the 1970 oil crisis, but declined



throughout the 1980s and 1990s as the economy strengthened and consumers opted to purchase larger
and heavier vehicles (HM Government, 2013: 13). This trend partly reflected consumer tastes (which the
car companies arguably worked hard to influence), technological shifts and also, in part, related EU poli-
cies tackling urban air pollutants, noise and driver safety (Keay-Bright, 2000: 14). Against this backdrop,
the EEA repeatedly argued that ‘significant additional measures’ (EEA, 2015a: 10) were needed to ensu-
re the sector played its part in fulfilling the EU’s decarbonisation ambitions. In principle, transport emis-
sions occur along the whole supply chain, offering many potential points at which policies could be tar-
geted. However, the direct emissions from car tailpipes were quickly identified as the key target for cli-
mate policy design activities: they were relatively easy to quantify and were already the subject of exi-
sting EU policies on localised pollutants.

Target Groups and Other Interest Groups

The car industry is large, interconnected and mature, employing millions of people either directly or in
its expansive supply and servicing chains (Mikler, 2009). By the early 2010s, annual global car sales had
climbed to some €2 trillion (Wells, 2010: 2). In the EU alone, around 13 million new cars were registe-
red in 2010 (DG CLIMA, 2011). The industry is part of a much larger ‘regime of automobility’ encom-
passing the production and sale of new cars, through to their fuelling, maintenance and disposal (Smith
et al., 2010: 440). Twelve million people (around 6 per cent of total EU employment) currently manufac-
ture and service them in the EU (European Automobile Manufacturers’ Association (ACEA), 2017: 1;
COM (2017) 676: 1). Moreover, the car is not just ‘a technology’: it is an entire ‘way of life, an entire
culture’ for millions of people (Urry, 2008: 347), extensively underpinned by what Pierson (1993) would
presumably recognise as policy lock-ins. These are not, one might think, conducive to the adoption of
new policy instruments that trigger extensive positive feedback. On the contrary, history suggested that
the sector would fight hard to ‘lock out’ disruptive policy change.

The car industry certainly offered few ‘silver bullet’ solutions to the challenge of rising emissions.
More often than not, it presented the continuation of the dominant existing technology – the fossil fuel-
powered internal combustion engine (Ntziachristos and Dilara, 2012) – as a given. The industry sought
to preserve this core technology by supporting and often securing the adoption of policies that facilitated
incremental or ‘drop-in’ technological responses. The most common examples included the fitting of ca-
talytic converters (to address local air pollution challenges) and (in relation to climate change) making
existing diesel engines more efficient, reducing air and rolling resistance, and introducing devices that
automatically switch off engines at traffic lights. Additional incremental technologies suggested by the
sector included biofuels (see above) and hybrid electric-diesel engines (Unruh, 2002: 318; de Wilde and
Kroon, 2013: 2). However, while drop-in solutions might fulfil the EU’s short to medium-term mitiga-
tion targets (i.e. until the late 2020s), environmental groups repeatedly maintained that more radical in-



novations, including hydrogen or electric vehicles, will eventually be required to fully decarbonise the
sector (de Wilde and Kroon, 2013: 2; see also Chapter 3). At present, however, these innovations reside
in technological niches: e.g. electric and plug-in hybrid vehicles accounted for only 1.5 per cent of total
new car sales in the EU in 2017 (EEA, 2018b).

The Design Space

When climate change first rose up the EU’s political agenda in the 1990s, the policy designers in the
Commission had to decide which policy design levers to pull without becoming mired in a prolonged
battle with powerful incumbent industries. The fact that the regulation of air pollution from vehicles re-
presented one of the oldest sub-sectors in EU environmental policy created its own path-dependent effec-
ts. In fact, the most feasible design options that were available to the Commission in the 1990s were es-
sentially the same as they had been in the late 1960s when the EU first became involved in governing the
car industry (Weale et al., 2000: 398). The first option was to focus on well-to-tank emissions by altering
the quality of fossil fuels or switching to alternative sources such as electricity or hydrogen (hence pri-
marily an issue for the fuel-supply industry). The second option was to focus on tank-to-wheel emissions
and set car emission standards (hence primarily a concern for car manufacturers). The third was to modi-
fy driver behaviour (e.g. through education campaigns and altering the layout of roads). Given the balan-
ce of power between the various actors, it was almost inevitable that the process of selecting amongst
these options would generate conflict, pitting EU institutions and Member States against one another, of-
ten backed by powerful interest groups (Wurzel, 2002: 134).

To complicate matters further, the main target groups, whilst united on broader issues, regularly di-
sagreed on specific policy details. Intense disagreements between producers of large, premium vehicles
(BMW, Porsche) and producers of smaller, more economical alternatives (Peugeot, FIAT, etc.) first surfa-
ced in the 1970s and 1980s (Friedrich et al., 2000: 608). Indeed, the European industry organisation, the
European Automobile Manufacturers' Association (ACEA), was established in 1991 to give the industry
a common (and, in particular, a more environmental) face (Wurzel, 2002: 141). By the late 1980s, the
Commission had come around to accepting that a more collaborative approach would achieve environ-
mental goals more quickly than resorting to dirigiste forms of regulation (Wurzel, 2002: 162). Dubbed
the ‘Auto-Oil’ programme, it formally commenced in 1991 with the aim of building a more harmonious
and forward-looking relationship between the main policy designers (Friedrich et al., 2000: 609).

It was at this point that climate change started to rise up the EU’s political agenda. Although the ac-
tors and the technologies (and hence the preferred solutions) were essentially the same, greenhouse gases
nonetheless constituted a new category of pollutants, and hence a somewhat different policy design pro-
blem. Following a historic October 1990 joint meeting of the Energy and Environment Councils (at whi-
ch the EU offered, for the first time, to adopt a collective emissions target – see Chapter 3), the Commis-



sion commenced detailed design work. Almost immediately, it ran into strong political opposition from
ACEA, whose members lobbied their national governments to lock out radical new policy and technolo-
gical innovations. Fearing a prolonged battle, the Commission opted instead to follow the grain of exi-
sting policy designs and focus on fuel quality and/or car emissions – the two main foci of the then on-
going Auto-Oil discussions. But even so, the design process moved extremely slowly. The outcome –
summarised in Chapter 7 – was one of the EU’s first voluntary agreements in the environment sector,
which sought to reduce CO2 emissions from all new cars produced in the EU.

The Initial Policy Design

When it was eventually adopted in 1998, the voluntary agreement on CO2 from cars was hailed as a poli-
cy innovation because it departed from the EU’s established preferences for regulatory instruments (see
Chapter 3). It committed European manufacturers to reduce average CO2 emissions from all new passen-
ger cars sold on the EU market from an average of 186g/km in 1995 to 140g/km by 2008, roughly equa-
ting to a 25 per cent cut over ten years (COM (1998) 495: 3; see also Bongaerts, 1999: 102). In turn, the
agreement was expected to contribute around 70 per cent of the total reductions required to achieve a
more ambitious longer-term target of 120g/km by 2012 (Recommendation 1999/125/EC). However, it
took over three years to negotiate – the slowest adoption process of the fifteen policy instrument changes
analysed in this book.

The agreement’s objectives could be thought of as an instrument-level durability device, which ai-
med to encourage manufacturers to produce cleaner vehicles. To ensure that it remained relevant, it also
incorporated several flexibility devices. For example, the emission target was time-specific (i.e. to be
achieved by 2008–2012). It also incorporated a flexibility clause which committed ACEA (i.e. not the
Commission), its main co-signatory, to review (by 2003) the potential for further improvements to be
made (by 2012) to achieve a fleet average of 120g/km. This clause was, however, connected to a durabi-
lity device (an intermediate target to achieve 165–170g/km by 2003), although the connection was ambi-
guously worded. Thus, if – and only if – ACEA failed to achieve the interim target (the degree of undera-
chievement was not fully specified), would the Commission formally review the agreement (i.e. underta-
ke an ex post evaluation – another type of flexibility device). Only then would it ‘consider drawing up a
proposal for binding legislation’ (COM (1998) 495: 5). Furthermore, ‘some European manufacturers’ (no
further details on their identify were given) were expected to produce cars that were capable of achieving
the tougher 120g/km standard by 2000 (COM (1998) 495: 5). At first blush, the looseness of this com-
mitment did not appear to put manufacturers under much pressure to make large, upfront investments in
the durability of the policy. Finally, the Commission undertook to negotiate similar agreements with Ja-
panese and Korean manufacturers to prevent them from securing an uncompetitive advantage – one
amongst many pre-conditions that ACEA laid down before signing the agreement.



The agreement, incorporating ACEA’s conditions (now re-termed ‘assumptions’), was eventually
published as an EU Recommendation in 1999, more than three years after the commencement of the po-
licy design process (1999/125/EC). It was signed by the board of ACEA on behalf of its individual mem-
bers, who, crucially, only ‘endeavoured to contribute to’ its implementation (Bongaerts, 1999: 102). It
was presented as the centrepiece of a larger package of instruments addressing transport emissions, pro-
posals for which were published by the Commission in December 1995 (COM (95) 689; see Bongaerts,
1999: 101; Haigh, 2009: 14.8-3). The other three elements in the package were designed to make up the
missing 30 per cent reduction (i.e. to 120g/km) noted above. As Chapter 5 will show, this missing per-
centage turned out to be politically significant, because it equated to the difference between the reduction
target sought by the Environment Council as far back as 1994 and the target (140g/km) which was inclu-
ded in the agreement after the prolonged, three-year design process.

An important additional part of the Commission’s 1995 transport package sought to ensure that all
new cars were better labelled so that consumers had access to more information on fuel usage and CO2

emissions (these labelling requirements were adopted as Directive 1999/94/EC). The Commission hoped
that this would inform purchasing decisions, which in turn would eventually incentivise manufacturers to
produce cleaner and more efficient cars. After a great deal of discussion, an additional instrument was
eventually adopted in 2000, which ensured that the right data was collected from the car manufacturers
(Decision 1753/2000/EC). This Decision, which was in effect a polity-based durability device, also man-
dated the Commission to collect information about how the agreement was performing. However, the
producers proved extremely reluctant to release it (largely, they claimed, to preserve their commercial
confidentiality). For the first three years of the agreement (i.e. to 2003), ACEA was therefore only wil-
ling to supply data to the Commission; after 2003, it was independently verified by the Commission and
released to the public in an anonymised form (Volpi and Singer, 2002: 150). The final part of the package
was to have been another directive to stimulate green car purchases by adjusting national tax levels. Ho-
wever, this too foundered and was eventually shelved, blocked by Member States who were opposed to
the EU becoming more involved in national tax affairs (Haigh, 2009: 14.8-7), leaving the whole proposal
rather less package-like than the Commission had originally hoped.

Policy Implementation and Reform

At first, the implementation of the agreement proceeded smoothly and the car manufacturers met their
targets with room to spare. But progress soon faltered and despite a late rally, the 2008 target was missed
by some distance (Jordan and Matt, 2014). Having failed to achieve emissions reductions voluntarily, in
2009 the Commission claimed that it had no option but to change direction. It exploited the agreement’s
flexibility clause to formulate and then adopt a completely different policy instrument – a regulation –
which was not only more coercive7 and more finely tuned (i.e. through company-specific targets), but



also had considerably stricter, binding standards set for 2015 and 2020. The instrument-level durability
devices that were eventually inserted into the design of what came to be known as the 2009 Cars Regula-
tion (443/2009) included fines for individual manufacturers that did not meet their company-specific tar-
gets. As the durability devices in the Regulation bore down on the producers, they were forced to make
more significant investments in the long-term success of the EU’s policy and more significant emission
reductions eventually began to accrue (EEA, 2015a: 8). In fact, the time-specific durability device that
required manufacturers to achieve a fleet average of 130g/km by 2015 delivered compliance a full two
years ahead of schedule. Considerably more technological progress will need to be made to deliver on
the 2020 target of 95g/km.8 Designers were unable to agree on how to achieve such significant reduc-
tions when the Regulation was formulated in 2007–2008. Article 13 (5) of the 2009 Regulation thus
committed the Commission to work with producers to review ‘the modalities for reaching the 2020
target’ by 1 January 2013 (i.e. a policy instrument-level flexibility clause) and issue a formal proposal to
amend the 2009 Directive. A new policy proposal was duly published in July 2012 (COM (2012) 393),
debated and discussed and eventually adopted as Regulation 333/2014.

After two decades of policy design, the core issues of responsibility and political feasibility are still
as deeply contested amongst the major players as they were in the late 1980s. As will become clear in
Chapter 7, even something as apparently self-evident as how to measure the tail-pipe emissions from
particular vehicle types has proven difficult to agree upon. The 2009 Regulation reported emissions un-
der something known as the standardised test cycle, which was applied by national authorities and certi-
fied by the Commission. Environmental groups claimed that it significantly under-reported emission le-
vels – claims that were vindicated when (in 2015) the world’s largest manufacturer of diesel engine vehi-
cles – Volkswagen (VW) – was found to have deliberately cheated on them to achieve emission reduc-
tions at lower cost. This revelation triggered a worldwide scandal known as ‘Dieselgate’, after which the
sale of new diesel cars in the EU plummeted and VW was forced to fight costly legal actions brought by
car owners in the US. The whole affair shone an unflattering light on the lobbying activities of the car
manufacturers in Brussels and eventually encouraged the EU to adopt tighter emission reduction targets
and establish a new testing regime that better reflected ‘real world’ driving conditions (EEA, 2015a: 8).

When, as outlined in the previous chapter, the EU adopted its post-2020 emission reduction com-
mitments in 2014, the Commission embarked on another reformulation of the EU’s car emissions policy.
It issued a new regulatory proposal in November 2017 that set an interim (‘by 2025’) target of a 15 per
cent reduction from 2021 levels and a 30 per cent reduction by 2030 (COM (2017) 676). In December
2018, the Council and the Parliament agreed to an amended regulation which kept the Commission’s
proposed 15 per cent by 2025 target but set a more stringent target of 37.5 per cent below 2021 levels by
2030 (Regulation 2019/631). This equates to average emissions of 59g/km which, if achieved, would re-



present a 68 per cent reduction in the emissions from new cars since 1995 (COM (1998) 495: 3) – far
more than had been envisaged when the voluntary agreement was adopted in 1998.

4.5 Conclusions
In this chapter we have introduced the three policy instruments – a regulation, an emissions trading sy-
stem, and a voluntary agreement – that constitute the main foci of Chapters 5–7 respectively. For each
instrument, we have outlined the pre-existing pattern of emissions, and the main designers and target
groups. Then, we summarised the policy design space in each policy sub-area and noted the most salient
design features of the instruments that were adopted. On closer inspection, these features include a com-
plicated mix of durability and flexibility devices, operating at the level of policy instrument goals and po-
licy instrument calibrations. If nothing else, we have confirmed that, to paraphrase Chapter 1, policy in-
strument design is more or less the essence of everyday governance. Policy instrument design processes
in the real world often do take a long time to accomplish and, as we have shown, generate a good deal of
political conflict. However, these three instruments were just the starting instruments in the respective
sequences. Throughout this chapter, we have hinted at the existence of certain resource/incentive and
interpretive feedback mechanisms and effects and noted them as priorities for more in-depth analysis in
the next three chapters.

Endnotes

1 Biomass, biofuels and other non-fossil organic fuels are collectively known as bioenergy (Environmental
Audit Committee, 2008: 5).

2 For a detailed list, see Annex IX of the 2015 Directive (OJ L239, 15.9.2015: 28-9).

3 Including all support mechanisms such as excise tax exemptions, capital grants and R&D funds.

4 Policy changes affecting the aviation industry are generally decided separately and the industry is still trea-
ted somewhat differently than other sectors (e.g. with a separate type of emission allowances). For further in-
formation, see Andlovic and Lehmann (2014).

5 The Large Combustion Plant Directive of 1988 and the Integrated Pollution Prevention and Control Directi-
ve of 1996 being especially relevant examples (for more examples, see COM (2000) 87: 8).

6 For example, the Linking Directive (2004/101/EC) linked the system to the other Kyoto Protocol flexibility
mechanisms. In 2008, the EU adopted an Aviation Directive (2008/101/EC) which extended the system to the
aviation sector. Because of space constraints, we mainly concentrate on the three core directives: the original



2003 Directive (2003/87/EC), and the two amending Directives adopted in 2009 (2009/29/EC) and 2018
(2018/410/EC) respectively.

7 And recall that, unlike directives, EU regulations are immediately effective (i.e. they do not have to be
transposed in national legislation). See Chapter 2 for details.

8 In 2017, average emissions increased slightly for the first time since the 2009 Regulation came into effect
(EEA, 2018b).



5

Regulation
The Governance of Biofuels

◈

5.1 Introduction
The use of biofuel as a type of renewable energy dates back to the dawn of the global car industry in the
nineteenth century. The attractiveness of biofuels derives from their ability to function as a drop-in alter-
native to fossils fuels such as petrol and diesel. According to the International Energy Agency, if the
world is to stay within 2 °C of warming, annual production of transport biofuels must treble between
2017 and 2030 (Raval, 2018). The promotion of renewable energy has been actively discussed in the EU
for many decades. But in the late 1990s, a period when EU climate and energy policies were evolving
rapidly (see Chapter 3), the EU did not have a coherent, Europe-wide policy to promote the use of bio-
fuels. So, the Commission began to prepare the ground, formulating fresh proposals for an EU-level poli-
cy to ramp up domestic production and use. The transport sector was an obvious target, the assumption
being that from a technological perspective, greater biofuel use would not be overly disruptive.1

Adopted relatively quickly in 2003 (after just 557 days), the 2003 Biofuels Directive marked the
EU’s first significant attempt to actively govern the production of biofuels for use in the transport sector.
Until that point, only a few Member States had the technological capacity to produce biofuels at a large
scale within their territories; most had no policies at all to encourage production or consumption. This
chapter documents the policy feedbacks created by the 2003 Directive and their unfolding impact on the
2009 Renewable Energy Directive as well as subsequent revisions made in 2015 and 2018 respectively.
It reveals that the promotion of biofuels has not unfolded as the EU and, in particular the Commission,
had originally expected. Confident expectations that they would address a triad of interlinked policy
challenges – energy insecurity, rising greenhouse gas emissions from the transport sector and agricultural
over-production in some EU Member States – have been repeatedly dashed. Eventually, policy designers
were forced to accept that the €15 billion industry in biofuels that they had helped to nurture (van Noor-
den, 2013: 13) was generating many negative effects, both directly in the EU and indirectly in many



other parts of the world. Many more actors began to take an interest in biofuels, many flatly opposed to
any further expansion. By the late 2000s, the mood in the EU had shifted markedly against the first-gene-
ration of biofuels. While almost all actors could agree that the 2003 Directive was no longer fit-for-pur-
pose, they struggled to agree on when and how to reform it. As wider public opinion began to swing de-
cisively against not just first-generation biofuels but all biofuels, the Commission sought to tread a fine
line between ensuring that producers were able to recoup their investments in first-generation biofuels,
whilst giving a clear indication that the future lay in the second- and third-generation alternatives. The
2009 Renewable Energy Directive thus established a significantly higher and, for the first time, legally
binding 10 per cent target for the minimum share of renewable fuels in the transport sector, but also in-
troduced a new set of sustainability criteria to address the indirect effects of biofuel use. However, by the
mid-2000s, biofuel had become ‘a dirty word’ in many quarters (Oliver, 2014) and despite the Commis-
sion’s valiant efforts, the 2009 Directive conspicuously failed to improve its public image. In fact, the
mounting controversy threatened to undermine not just the decarbonisation of the transport sector, but
the Commission’s long-term decarbonisation plans in other areas, such as switching to biomass-based
forms of domestic heating and cooling.

In an attempt to recover the situation, the EU embarked on the design of yet another directive. Ho-
wever, it proved even harder to adopt than the 2003 and 2009 Directives. When it was eventually adop-
ted after 1,058 days in 2015, the Indirect Land Use Change (ILUC) Directive sought to achieve three
things simultaneously: cap the use of first-generation biofuel to fulfil Member States’ renewable trans-
portation targets; provide producers with a stronger incentive to invest in second- and third-generation
alternatives; and minimise further indirect land-use changes. More significantly, the EU announced that
no further policy support would be given to first-generation biofuel types after 2020. In 2018, the ILUC
Directive was followed by a recast Renewable Energy Directive (RED II) – adopted in 742 days – that
set a target of 14 per cent renewable energy in transport by 2030, capped the use of first-generation bio-
fuels to meet EU targets at 1 per cent above 2020 levels and, for the first time, set a mandatory target for
second- and third-generation biofuels at 3.5 per cent of the fuel mix in each Member State by 2030.

The remainder of this chapter recounts how the 2003 Directive was originally conceived within the
Commission, how it was subsequently designed in close discussion with other actors and describes the
policy feedback effects it generated after 2003. It then summarises the positive and negative feedback
which shaped the design of the 2009 RED I Directive, and then traces how the feedback effects it set in
train eventually impacted the design of the ILUC and RED II Directives.

5.2 The Policy Design Process: Creating the Biofuels
Directive



The Promotion of Renewable Energy
The promotion of renewable energy has been actively discussed in the EU for decades (see e.g. the 1985
Directive (85/536) on the promotion of renewable energy; Scott, 2011: 828). Of the three main rationales
for boosting biofuel use identified in Chapter 4, initially energy security was widely perceived to be the
most important. For example, in the 1980s the EU explored ways to reduce excess food production by
diverting Common Agricultural Policy funding to support first-generation biofuels (Ackrill and Kay,
2014: 53). In the 1990s, the production of biodiesel finally began to take off, encouraged by a patchwork
of national fuel quality standards and blending mandates. As production in Germany and France grew,
producers began to demand a more coordinated, i.e. EU-wide, set of policy supports (Ackrill and Kay,
2014: 53). Significantly, these calls were justified in terms of new policy goals, specifically addressing
climate change (Ackrill and Kay, 2014: 54; Timilsina, 2014: 2). In November 1997, well over six years
before the adoption of the 2003 Biofuels Directive, the Commission published a White Paper entitled
Energy for the Future – Renewable Sources of Energy. It proposed a longer-term policy programme-level
durability device – a target to raise the percentage of gross energy consumption derived from renewable
energy from 5.4 per cent in 1995 to 12 per cent. But it also designed in some temporal flexibility by ma-
king the target time-specific, i.e. ‘by 2010’ (COM (97) 599). It also added in measures to increase the use
of renewable energy in the transport sector (Del Guayo, 2008: 272). In doing so, the White Paper cited
more rationales for boosting biofuel production and use, including employment generation in rural areas
and, crucially for us, climate change mitigation. Throughout, the tone was confident and assertive, al-
though it noted that some ‘care will need to be taken to safeguard biodiversity in the EU’ (COM (97)
599: 37).

In response to that White Paper, in June 1998 the Council and the European Parliament invited the
Commission to develop more concrete policy proposals, specifically in relation to transport (COM
(2001) 547: 28). The Parliament called for an integrated programme of measures to boost the market
share of biofuels in transport to 2 per cent over a period of five years – a request that was explicitly refe-
renced in the opening recitals of the Biofuels Directive (OJ L123, 17.5.2003: 43). At that point, any criti-
cisms of expanding biofuel use were rather muted and the risk of triggering indirect land-use changes ou-
tside the EU was not widely acknowledged.

In November 2000, the Commission finally issued specific proposals in a Green Paper entitled To-
wards a European Strategy for the Security of Energy Supply (COM (2000) 769). It claimed that the EU
was being ‘held hostage by oil’ (COM (2000) 769: 13) and recommended that renewable energy supplies
be ramped up to account for at least 20 per cent of transport fuels by a new target year: 2020 (COM
(2000) 769: 49). If achieved, it would have represented an enormous increase in deployment. For bio-
fuels, the overall target translated into a specific target of 7 per cent by 2020, which may not appear
much but would have represented an equally massive change to the status quo, given that at the time,
biofuels had only a 0.3 per cent market share (see Skogstad, 2017: 29). Despite this, the 20 per cent figu-



re quickly attracted political buy-in and was subsequently cited in the Commission’s 2001 proposal for
an EU directive (COM (2001) 547: 2). The Commission hoped that an eye-catching headline target
would nurture new political support but admitted that it went ‘well beyond what has been asked from the
car and oil industry in the past’ (COM (2001) 547: 2). In May 2001, the 7 per cent by 2020 target was re-
stated in the Commission’s proposal for an EU-wide policy programme addressing sustainable develop-
ment (COM (2001) 264). It promised that a formal proposal on boosting biofuel use in the transport sec-
tor would be published in 2001 and expected it to be adopted by the end of 2002. The Commission also
claimed that with the right mixture of policy supports, biofuel could account for up to 7 per cent of total
transport fuel by 2010, and at least 20 per cent of fuel could derive from ‘substitute fuels’ by 2020 (Ac-
krill and Kay, 2014: 60). Later that year, the Commission re-endorsed the 20 per cent by 2020 target for
‘substitute fuels’ in a White Paper on transport policy (COM (2001) 370: 79). It suggested that ‘the most
promising forms [of alternative fuels] are biofuels in the short and medium term, natural gas in the me-
dium and long term and hydrogen in the very long term’ (COM (2001) 370: 86; see also Palmer, 2015:
275). The 20 per cent substitution target was eventually dropped during the policy design process (see
Chapter 3), but the policy instrument-level flexibility device (the timeframe of ‘by 2020’) stuck and was
eventually incorporated into the design of the 2009 Renewable Energy Directive.

An EU-wide Biofuels Policy

In its legislative proposal, published on 7 November 2001, the Commission argued that the overriding
policy design challenge arose from the fact that ‘the overall effort’ in developing new production capaci-
ties was being ‘provided by only a few Member States, whereas the benefits from promoting biofuels …
profit the Union as a whole’ (COM (2001) 547: 29). Only at an ‘EU-wide level’, it continued, ‘is it reali-
stic to imagine the introduction of alternative fuels with significant market shares’ (COM (2001) 547: 3).
The Commission also maintained that ‘biofuels are for the short and medium term the only option’
(COM (2001) 547: 13, emphasis added). Interestingly, it appeared to frame this rationale in terms of nur-
turing policy feedback effects:

Without coordinated decisions […] it is doubtful whether biofuels will ever reach a substantial share of the
total fuel consumption in the EU. Actions at Community level […] are therefore needed in order to create
the basis for the investment required to promote sufficient quantities of biofuel.

(COM (2001) 547: 17)

The Commission must have known that the transport sector was the fastest growing source of greenhou-
se gas emissions in the EU (see Chapter 4) because it quickly identified it as being especially well-suited
to using more biofuel. Use in this sector was, as noted in Chapter 4, perceived to be relatively straightfor-
ward, biofuel being a drop-in alternative to diesel and petrol. It believed that biofuels ‘deserve to be ex-



ploited in the short to medium term because they can be used in the existing vehicles and distribution sy-
stem and thus do not require expensive infrastructure investment’ (COM (2001) 547: 6). A fuel-focused
solution to rising emissions from the sector was certainly perceived to be more palatable to consumers
than some of the alternatives (e.g. demand-side measures such as setting EU-wide speed limits, or poli-
cies requiring a technological step-change, e.g. switching to electric or hydrogen-powered cars; see Dun-
lop, 2010: 354). The Commission again cited many rationales for scaling up domestic production but
emphasised three in particular: energy security, rural development and decarbonisation (COM (2001)
547: 2).

However, from the outset, the Commission knew that it was operating in a bounded policy design
space. Although some Member States were keen to boost biofuel production and use in the transport sec-
tor, the rest were instinctively suspicious of attempts to adopt mandatory targets at EU level, to centralise
reporting requirements or to establish stronger enforcement powers. The selection of policy instruments
from the toolbox was also somewhat constrained. The Directorate-General for Energy and Transport
(DG Energy), the lead DG on the proposal, lacked sufficient political support in the Commission, let alo-
ne in the Council, to expand the budget of the Common Agricultural Policy to subsidise domestic pro-
duction or even divert existing payments to that goal (COM (2001) 547: 6). Consequently, the Commis-
sion was forced to conclude that the EU would not be self-sufficient in biofuel production in the short to
medium term, which immediately implied some acceptance of imported biofuel supplies, possibly produ-
ced according to environmental standards that differed from those in the EU. Finally, the Commission
was mindful that it would have to design its policies within World Trade Organisation rules. For instan-
ce, it risked provoking opposition from trading partners if it sought to use trade tariffs to privilege Eu-
ropean producers (Ponte and Daugbjerg, 2015).

The Commission responded to these design constraints by proposing a phased approach. In the first
phase there would be not one, but two interlinked directives: the first setting a reduced rate of excise tax
on the sale of biofuels within the single market; and the second imposing an obligation on Member Sta-
tes to promote the use of biofuels in their own territories (COM (2001) 547: 8). The former would allow
states to establish reduced rates of duty on biofuels without having to secure a formal derogation from
the EU in advance. It would allow tax reductions of up to 50 per cent on pure biofuels, with a proportio-
nate reduction for various biofuel blends (ENDS Report, 2001). The latter would require each Member
State to establish formal targets at national level (Haigh, 2009: 14.11-1). It included an automatic durabi-
lity device – a ratchet starting at a 2 per cent blending limit in 2005 and rising by 0.75 per cent per year
to 5 per cent by 2009 (COM (2001) 547: 18). Subsequently – and assuming that things ran smoothly –
the EU would, in a second phase, drive substitution rates above 5 per cent, by setting a mandatory, mini-
mum blending mandate (COM (2001) 547: 8), the aim being to ensure that the overall share of total fuel
consumption accounted for by renewable fuels rose to at least 20 per cent by 2020 (COM (2001) 547:
17).



The response to the Commission’s proposals was somewhat mixed. The proposed directive on
amending fuel duties was strongly opposed by several Member States; as a matter of principle, several
did not want the EU becoming more involved in domestic tax affairs (Haigh, 2009: 14.11-1). However,
the second proposal received a warmer reception. Nonetheless, the European Parliament and the Council
disagreed on its design (Haigh, 2009: 14.11-2). The Parliament demanded mandatory targets to be inclu-
ded in the proposal but was fiercely opposed by the Council; in fact, Ministers voiced their firm opposi-
tion even before Parliament had commenced its first reading of the proposal. Crucially, all the policy de-
signers seemed more concerned about selecting and calibrating the best policy instruments, than whether
it was wise to seek such a significant increase in biofuel consumption.

However, some environmental NGOs were sceptical of the whole endeavour (cf. Rietig, 2018: 149).
The European Environmental Bureau (EEB) flatly opposed all targets, stating that biofuels made ‘no eco-
nomic or environmental sense’ and produced ‘little or no climate or CO2 benefits’ (EEB, 2001; Euractiv,
2001). In a policy briefing entitled Biofuels: Not as Green as They Sound, it claimed that the projected
emission reductions were ‘by no means substantial’. From its perspective, what Europe needed was not
another drop-in solution (and on that matter it pointedly referred to the superior performance of second-
generation biofuels), but ‘structural changes’ that reduced the demand for car travel (EEB, 2002a: 4). It
later claimed that the related proposal to allow tax reductions on biofuels was ‘highly dubious’ and that
‘ministers were being asked to substantially reduce their national tax incomes on the strength of what
was a very weak environmental case’ (EEB, 2002b). Transport and Environment (T&E) – another NGO
– was at least willing to support the general idea of incentivising production, but called for ‘a compre-
hensive set of quality criteria’ to ensure that they delivered verifiable climate benefits (ENDS Report,
2001). In 2002, it pushed for indicative, rather than binding, biofuels targets, arguing that the Commis-
sion’s proposal was really ‘motivated by agricultural support rather than environmental outcomes’
(ENDS Europe, 2002).2 The NGOs were joined in their criticism by the European Petroleum Industry
Association (EUROPIA), a potential economic competitor to some biofuel producers, which warned
against ‘premature or prescriptive advancement of biofuels without sound environmental, logistical and
economic consideration’ (Euractiv, 2001). It is notable that prior to the adoption of the 2003 Directive,
there was little recorded engagement in the policy design process by the biofuel industries, represented
by organisations such as the European Biodiesel Board (EBB) and the European Union of Alcohol Pro-
ducers (UEPA).

The Adoption of the 2003 Biofuels Directive

Having reflected on these criticisms, in September 2002 the Commission published an amended version
of its proposal for a directive (COM (2002) 508). During the redrafting process, the Commission had re-
moved the mandatory targets that the Council had opposed as well as all references to the calibration of



national fuel duties. Mandatory targets were in effect shelved until indicative, i.e. non-binding, targets
had had sufficient time to prove their worth (Di Lucia and Nilsson, 2007: 535; Del Guayo, 2008: 272).
The Commission tried to derive environmental criteria to improve the environmental sustainability of
transport biofuels – this was something that the Parliament and some environmental NGOs felt particu-
larly strongly about – but these were, as noted in Chapter 4, rapidly chipped away during the policy
adoption process (Ackrill and Kay, 2014: 57). The 2003 Biofuels Directive was finally adopted on 8 May
2003, a mere 548 days after the Commission had published the first version of its proposal in 2001. Of
the three initial policy instruments studied in Chapters 5, 6 and 7, the Biofuels Directive was the most
rapidly adopted. Lawyers have since remarked that its legal content was relatively low (its opening reci-
tals being longer in length than the substantive legal text). This may be a reflection of the fact that its
main purpose was not to achieve an immediate ramping-up of production, but rather to collect and share
production information, and thereby learn more about the barriers to and opportunities of increasing indi-
genous production (Del Guayo, 2008: 274). Nevertheless, the 2003 Directive nonetheless marked ‘the
starting point of EU biofuels policy’ (Ackrill and Kay, 2014: 56).

Having adopted the 2003 Directive, the EU began to explore new ways to encourage the wider upta-
ke and use of energy from biomass. In December 2005, the Commission launched a wide-ranging Bio-
mass Action Plan (COM/2005/628) followed by a broader biofuels strategy in February 2006. These ai-
med to explore approaches to more than double the use of bioenergy (defined in Chapter 4) ‘over the
next few years’ across a much wider array of applications including electricity generation, and domestic
heating and cooling. In the transport sector, the Action Plan admitted that second-generation biofuels
were the more sustainable option in the medium-to long-term. But given short-term supply constraints (at
the time, there were no second-generation production facilities in the EU), the Commission had to agree
with producers that the EU should continue to support the production of first-generation biofuels. The
Commission noted that while the other EU institutions generally endorsed its design aims, they disagreed
on precisely how and over what timescale to achieve them (COM (2006) 845: 8).

5.3 The Implementation of the Biofuels Directive

Policy Instrument Implementation
Although most Member States transposed the 2003 Directive into their national policy systems on sche-
dule, it was often on the basis of lower indicative national targets than had been originally foreseen by
the Commission (Di Lucia and Nilsson, 2007: 541). When the consultants hired by the Commission ad-
ded up these national targets in the period to 2005, they discovered that the average across the EU was
only 1.4 per cent – around 30 per cent lower than the indicative value of 2 per cent contained in the Di-
rective (COM (2006) 845: 16; Di Lucia and Nilsson, 2007: 535).3 Because of the way that the Directive



had been designed, the Commission was able to initiate enforcement proceedings against those Member
States that had not established targets in national law (see Section 5.5 and also Chapter 4). However, it
was powerless to act if they had adopted weak targets and/or the average of national targets fell below 2
per cent. Underlying the differences in national law and policy practice detected by the consultants were
very different national policy instrument mixes. Crucially, Member States that had no – or only very im-
mature – biofuel industries in 2003, tended to have weak and/or non-existent national support policies
which the Directive, being essentially focused on information collection and dissemination tasks, was
more or less powerless to overcome. The net effect could be likened to the relationship between a chic-
ken and an egg: the gaps in some national instrument mixes could not be addressed overnight; but the
resulting lack of policy certainty was delaying the construction of new biofuel production capacities and
the stimulation of consumer demand (Di Lucia and Nilsson, 2007: 540).

The system of annual national reporting foreseen under Article 4 certainly offered no easy solution
to this problem. In fact, the reports submitted by each Member State turned out to be very different in
both their content and style (Howes, 2010: 142). This made it difficult for Commission officials to assess
progress, let alone accurately forecast the development of new biofuel markets. In 2005, the Commission
initiated infringement proceedings against around half of the Member States for not implementing cer-
tain parts of the Biofuels Directive (Di Lucia and Nilsson, 2007: 539–540). Some of the reasons cited by
Member States for the lack of implementation were of a rather technical nature. Member States with
weakly developed production capacities claimed that they needed more time to reconfigure their national
policy mixes. Even if this could be achieved, many argued that they lacked the agricultural production
capacities to upscale the production of feedstocks. It did not help that the EU’s legal targets were essen-
tially non-binding. Hence, the resource/incentive feedback mechanisms that could be wielded by the EU
to force domestic producers to invest in new biofuel technologies (and hence increase the durability of
the Directive) were weak (Di Lucia and Nilsson, 2007: 541).

More Fundamental Disagreements Over EU Policy

Underpinning these short-term implementation problems were, however, more fundamental disagree-
ments (Di Lucia and Nilsson, 2007: 540). Even by the midway point in the implementation process (i.e.
around 2005), more profound doubts were being aired about the EU’s activities. Was the Directive about
decarbonising road transport, achieving greater energy security or boosting agricultural development (Di
Lucia and Nilsson, 2007: 542)? Even amongst the policy’s strongest supporters, there were markedly dif-
ferent views. In Sweden, the overriding justification for EU-level action cited by supporters was to ad-
dress energy security in as an environmentally sustainable way as possible. In Austria, by contrast, the
focus was on promoting rural development (Di Lucia and Nilsson, 2007: 537). As more implementation
reports were filed, it became abundantly clear that the Member States that had resisted the proposal at the



policy formulation stage were the same as those reporting significant implementation problems (Di Lucia
and Nilsson, 2007: 540). Academic analysts subsequently categorised Member States into those that
were willing and able to develop new biofuel capacities and those that were not (and if so, what the con-
straints were) (Di Lucia and Kronsell, 2010). In short, what had originally appeared to be a policy pana-
cea, was beginning to morph into something that EU actors wanted to interpret and implement in their
own, rather different ways.

After 2001, EU production and consumption of biofuel continued to grow, rising from a combined
market share of around 0.3 per cent in 2001 (COM (2006) 845: 3) to around 1 per cent in 2005, i.e. well
below the indicative target of 2 per cent stipulated in Article 3 (Di Lucia and Nilsson, 2007: 537). In only
three Member States (namely Austria, Sweden and Germany) did consumption exceed the relevant natio-
nal target (Di Lucia and Nilsson, 2007: 537). That these three were positive about biofuels well before
2003 suggests that the Directive had not nurtured a dynamic, new pan-European market in biofuels (Di
Lucia and Nilsson, 2007: 537).4 The differences in national perspective and policy support were duly
confirmed by the Commission’s progress report. Published on 10 January 2007, it confirmed that the
2005 target had been undershot and that the 5.75 per cent target was also ‘not likely to be achieved’ by
2010 (COM (2006) 845: 6).

Globally, however, biofuel production was booming, growing at around 20 per cent per year bet-
ween 2000 and 2010 (Timilsina, 2014: 15). This enabled the Commission to assert that biofuels were no-
netheless worth backing as an alternative to fossil fuels. The EU should therefore run faster to seize the
economic opportunities in what was clearly an expanding global market. By 2005, motorists in most
Member States were buying diesel that had been blended with biodiesel (COM (2006) 845: 5), even if
they had not consciously decided to support biofuel, be it indigenously derived or imported. Biofuels did,
the Commission claimed, have a ‘unique role to play’; in fact, in the medium term they were the only
viable substitute for oil in the transport sector (COM (2006) 845: 2), offering ‘large scale savings’ in
greenhouse gases (COM (2006) 845: 2). It argued that the reasonable response was not to dismantle the
policy but to strengthen it ‘to give confidence to companies, investors and scientists’ (COM (2006) 845:
7). Consequently, the Commission announced its intention to plough on and publish a proposal for a new
Directive, which incorporated the ‘10% by 2020’ target that had been bargained out of the 2003 Biofuels
Directive (Haigh, 2009: 14.11-1), but re-framed as a mandatory target.

Yet at this precise moment, a tide of political opposition to biofuels in general (and first-generation
biofuels in particular) was rising across Europe. Importantly, biofuel’s opponents began to exhibit more
concern about issues that had been noted during the formulation of the 2003 Directive, but not acted on.
These included the environmental sustainability of biofuels, the rather modest greenhouse gas reduction
performance of many first-generation biofuels, and the slow arrival onto the market of second- and third-
generation biofuel alternatives (Haigh, 2009: 14.11-2). What was particularly different about the policy



design processes after 2005 was that more groups were articulating these doubts and were doing so in a
much more vocal and organised fashion. Finding ways to respond to these criticisms, whilst simulta-
neously expanding biofuel production to fulfil the EU’s greenhouse gas reduction targets, quickly emer-
ged as the overriding policy design challenge in the European Commission.

5.4 Policy Feedback and Policy Instrument Redesign

A Step Change in Policy Programme Goals
Why was biofuel generating more opposition? Part of the explanation lies in the fact that by the mid-
2000s the EU was intent on setting more ambitious targets at the policy-programme level covering the
generation of renewable energy and, in addition, greenhouse gas mitigation. The publication in Decem-
ber 2005 of the Commission’s action plan on bioenergy (COM (2005) 628) aimed, in effect, to replicate
what was being pursued in the transport sector, but for a much wider array of sectors and uses including
domestic heating and cooling. A few months later in February 2006, the Commission issued an EU Stra-
tegy for Biofuels (COM (2006) 34), which fed into several evaluations of the 2003 Biofuels Directive
and several public consultations. Together, these informed a series of new EU-level road maps to boost
domestic production. ‘Almost all’ of the respondents to one consultation agreed that EU policy should be
made more mandatory, more consistent across countries and more environmentally friendly, informed by
detailed sustainability criteria enshrined in legislation (Del Guayo, 2008: 280). But it is striking that, at
this point, few were calling for a complete halt to biofuels expansion. The EEB was virtually alone in
voicing its opposition, calling for the immediate and complete rejection of the Commission’s strategy
(ENDS Report, 2005). But by this point in the policy sequence, there appeared to be so much political
momentum behind the EU’s wider climate and energy policies that its criticisms went largely unheeded
(Del Guayo, 2008: 275–276).

In January 2007, the Commission launched a comprehensive package of new proposals covering the
period after 2012, which sought to forge a link between the EU’s climate and energy policies – two poli-
cy areas that the Commission had hitherto struggled to connect (see Chapter 3 for details). In one Com-
munication entitled An Energy Policy for Europe (COM (2006) 848), it re-committed itself to achieving
the 20 per cent target for renewables by 2020. Whereas in the past this target had been largely exhortato-
ry, this time it was more forcefully advocated, underpinned by feasibility studies and an impact assess-
ment (see Chapter 3). In effect, the Commission began to argue that the long-discussed ‘20% by 2020’
target was not simply necessary to achieve but was eminently feasible to implement with the right packa-
ge of instruments. Crucially, the proposed policy programme would contain legally binding targets ‘in
order to ensure confidence and encourage investment’ (Howes, 2010: 125). And instead of continuing
with a sector-by-sector approach (i.e. addressing transport, domestic heating, etc.), there should be one



policy programme-level durability device – an EU-wide target of 20 per cent by 2020 covering all forms
of renewable energy (COM (2006) 848: 3). But yet again, a special exception was made for transport,5

which would have its own binding sectoral target of 10 per cent of road fuel use to be supplied by bio-
fuels by 2020 (COM (2007) 1).

In March 2007, Heads of State adopted these targets believing they would achieve the ‘mutually
supportive’ integration of climate change and energy policies that they desired (European Council, 2007:
10). In doing so, they made a ‘new starting point for a renewed and reinforced EU policy towards … bio-
fuels’ (Del Guayo, 2008: 276). As regards biofuels, Heads of State underlined the need to find better
ways to ensure that new biofuel production was environmentally sustainable and to accelerate the entry
of second-generation alternatives onto the market (Haigh, 2009: 14.11-1).

Positive and Negative Policy Feedback Effects

Until this point, the political opposition to biofuels resided in a number of small pockets, generally at EU
level. Evidence that a much wider political backlash against biofuels might be in the offing first began to
emerge in late 2005 when the Commission announced a new Biomass Action Plan (COM (2005) 628;
ENDS Report, 2006). At that point, three main concerns were raised by opponents, initially from within
the environmental NGO community, but subsequently from well outside. First of all, concerns were voi-
ced about the risk that rising consumption in Europe would trigger significant unintended effects outside
its borders (for a summary, see Palmer, 2014: 341). In late 2007, the Organisation for Economic Co-ope-
ration and Development (OECD) published an evidence review which argued that the boom in biofuels
would eventually put added pressure on the environment and particularly biodiversity (Doornbosch and
Steenblik, 2007: 4). Throughout 2007 and 2008, a range of other respected international bodies including
the UN Food and Agriculture Organization, the World Bank and Oxfam added their voices to what soon
became a chorus of concern (Palmer, 2014: 337).

To understand this opposition, it is important to recall how different types of biofuel are produced
(see Chapter 4). If biofuel feedstocks – essentially agricultural crops in the case of first-generation bio-
fuels – displaced food crops, they could in theory exacerbate food insecurity. When global food prices
rose suddenly in 2007–2008, it seemed to confirm that some of these hitherto theoretical fears were being
realised, exacerbating concerns that biofuel policies in industrialised countries were putting poorer coun-
tries at greater risk of food shortages (Azar, 2011: 310). Since then, it has been accepted that the relation-
ship between food security and biofuel production is far more complicated, varying by crop, biofuel type
and the peculiarities of national biofuel markets (IEA, 2011: 16; HLPE, 2013: 13). But in 2007–2008, the
sudden spike in global food prices acted to create what Pierson (1993) would recognise as a focusing
event. After this event, biofuels began to attract even more critical media coverage, with international
development NGOs arguing that cleaner transport fuel for the rich should not be secured by making the



poor hungrier (Rietig, 2018: 149). This new framing jarred with the rosy picture that the Commission
had been painting since the start of the decade.

Second, doubts about the emission reduction potential of first-generation biofuels began to grow
(Sharman and Holmes, 2010: 315). As noted above, the EEB and T&E were the first European NGOs to
cast doubt on some of the assumptions embedded in the Commission’s original design work. These
doubts hinged on some well-known facts: first-generation biofuel production normally consumes energy
(cultivation requires fertilisers, etc.) and energy is then required to ship the finished fuels to market
(more so when the supply chains are global in scale). Given the immature state of biofuel markets at the
time, it was likely that this energy would be derived from fossil fuels. But the indirect emissions associa-
ted with biofuel production threatened to extend further still. If the crops grown for biofuels displace
food crops, which are then grown on carbon-rich land such as forests, new emissions will be indirectly
triggered. Amongst policy designers, these emissions are now known as ILUC emissions. The doubts
about the emission reduction potential of first-generation biofuels subsequently attracted scholarly atten-
tion. A very well-cited paper published in 2008 in the prestigious journal Science gave added credence to
claims that, at that time, were still largely hypothetical (Searchinger et al., 2008). On the basis of model-
ling techniques, its authors suggested that when ILUC emissions were factored in, some of the first-gene-
ration biofuels produced in the USA generated higher emissions than fossil fuels.6 Although some of
their figures were eventually challenged (Timilsina, 2014: 12),7 Searchinger et al.’s main claim – that
some first-generation biofuels generate significant ILUC – was confirmed by a number of subsequent
studies (Anderton and Palmer, 2015: 142). Much later (and without directly referring to anyone or any
EU institution in particular), the EEA argued that those who were assuming that biomass energy was in-
herently carbon-neutral risked committing a ‘serious accounting error’ (EEA, 2011a: 1).

Just weeks before the publication of Searchinger et al.’s paper, the Commission published an impact
assessment of a proposal for a new directive, in which it conceded that the risk of ILUC emissions was
significant enough to merit more detailed research (Anderton and Palmer, 2015: 143). This assumption
was subsequently confirmed by a number of Member States who were sufficiently concerned to commis-
sion their own studies (e.g. the Netherlands: Dehue et al., 2008: 1). By this point, more forceful critics
had concluded that all new policy development should be halted until cleaner biofuel production techno-
logies were available, governed by strict sustainability standards (Environmental Audit Committee,
2008: 3). In effect, their critique implied that there should be no further increase in the consumption of
first-generation biofuels, at the very point that EU production was finally beginning to take off, under the
influence of policy feedback effects (Agra CEAS Consulting, 2013: 6). The growth in biodiesel produc-
tion had been particularly pronounced, largely sourced from rapeseed oil and imported palm oil (Flach et
al., 2015: 21–23). By the mid-2010s, growth had expanded so much that the EU was widely regarded as
a world leader (Flach et al., 2015: 21–22). Many large fossil fuel producers had decided to convert their



existing refineries into biodiesel production plants (Biofuels Barometer, 2015: 10). Between 2004 and
2008, the European Biodiesel Board (EBB) reported that EU biodiesel production had risen by 300 per
cent, from 1.9 million to 7.7 million tonnes (EBB, 2019). In the same time period, the European Bioetha-
nol Fuel Association (eBIO), formed in 2005, reported a 433 per cent increase in EU bioethanol produc-
tion from 0.5 million to 2.8 million litres (eBIO, 2009). But the new research findings cast a pall of un-
certainty across this fledgling industry.

Third, producers and non-producers were concerned that second- and third-generation biofuel pro-
duction were not scaling up fast enough to make up the shortfall. In the mid-2000s, they accounted for
just 1 per cent of the total fuel consumed in the EU transport sector (Peters et al., 2015). A report com-
missioned by the European Climate Foundation claimed that the gap was mainly being filled by supplies
imported from Brazil and the USA (Timilsina, 2014: 3; Peters et al., 2015: 1). In Europe, some of the ob-
stacles undoubtedly lay on the production side, including regulatory uncertainty and higher production
costs relative to fossil fuels and first-generation biofuels (IEA, 2011: 39). However, the confidence of
consumers (principally car owners), whose passive acceptance had initially been taken for granted by de-
signers, could no longer be relied upon (Ackrill and Kay, 2014: 208). Throughout the mid-2000s, envi-
ronment and development NGOs sought to reframe biofuels as a ‘dirty’ fuel that risked triggering myriad
side effects (Ackrill and Kay, 2014: 180). Through their campaigning efforts, rather technical disagree-
ments about how to stimulate and support biofuels began to escape into the wider public sphere.

5.5 A New Policy Design: The Renewable Energy Directive

The Formulation of a New Directive
These concerns were explicitly acknowledged by the Commission in its summary of a public consulta-
tion exercise (see above) on the direction of biofuels policy after 2010. The growing salience of the topic
was confirmed by the number of organisations that responded (125 in total). The consultation confirmed
that many respondents believed that the 2010 target would not be met, and revealed a strong assumption
in the industry that the existing policy had to change. However, there were fundamental disagreements
over what should be done, by whom and when (Londo et al., 2006). The Commission eventually revea-
led its thinking in the 2007 progress report (COM (2006) 845). In very broad terms, it maintained that
Europe needed biofuels as much as ever, but conceded that a more nuanced policy approach was needed
which better incentivised the production of ‘good’ biofuels, whilst discouraging the production and use
of ‘bad’ ones (Haigh, 2009: 14.11-3). However, this simple-sounding aim proved difficult to implement
in practice because the world had changed, in part influenced by policy feedbacks generated by the 2003
Directive: the science of biofuels was better understood and more widely shared; fuel suppliers had adap-
ted their operations and consumers were happily filling up their tanks with blended fuel; producers were



finally reaping significant rewards from first-generation biofuels; and some investors had taken a risk and
invested in the second- and third- generation alternatives. Moreover, because of domestic feedstock con-
straints, European producers and suppliers had factored the continuing availability of imported feed-
stocks into their business models, in doing so facilitating the rise of a global market in production and
consumption, spanning a variety of sectors and users across many regions of the world. The EEA’s
Scientific Committee warned that the new 10 per cent target represented an ‘overambitious […] experi-
ment whose unintended effects are difficult to predict and difficult to control’ (EEA, 2008: 6). In reality,
the policy experiment had been underway since before 2003.

The design work on the 2009 Directive was undertaken to fit in with the Commission’s plans to
overhaul the entire sweep of EU renewable energy policies. In turn, these were wrapped up into a larger
package of climate and energy policy proposals to form what came to be known as the 2020 Climate and
Energy Package (see Chapter 3 for more details). This policy programme demanded a much higher level
of coordination between the various Commission DGs than had hitherto been achieved. The Heads of
State were keen to adopt the whole package in one fell swoop to exert global leadership ahead of the De-
cember 2009 Copenhagen international summit. But they only managed to strike a deal on it in Decem-
ber 2008 after an unprecedented decision had been taken by the French Presidency to utilise a streamli-
ned decision-making procedure (for further details, see Chapter 3). Two elements of the package addres-
sed emissions trading (see Chapter 6) and renewable energy, although it also contained a new regulation
governing car emissions (see Chapter 7). The 2009 Renewable Energy Directive was subsequently adop-
ted on 23 April 2009, 457 days after the Commission tabled its proposal – even less time than it had ta-
ken to adopt the 2003 Directive.

The 2009 Renewable Energy Directive

Not surprisingly, the sub-element of the 2009 Renewable Energy Directive that related to biofuels proved
to be one of the most difficult parts to agree (Howes, 2010: 124) given that it implied a ‘massive scaling
up in the demand for liquid biofuels’ (Haigh, 2009: 14.11-4). It included a number of new features, the
design of which had been strongly informed by lessons learned from the implementation of the 2003 Di-
rective (Anderton and Palmer, 2015: 145). The stand-out design feature was of course the mandatory 10
per cent renewable energy target for transport, which was less prescriptive than the 10 per cent biofuels
target that had originally been suggested (Egelund Olsen and Ronne, 2016: 165). The Commission’s
mid-term review had concluded that the durability devices in the 2003 Directive (i.e. the indicative targe-
ts) had not triggered significant positive policy feedback effects, despite some growth in EU production
and consumption (Howes, 2010: 124). Other features included:

A new provision (incorporated in Article 21.2) that allowed second- and third-generation biofuels
to count double towards the 10 per cent target. This provision aimed to give producers added



It soon became clear that a significant price had been paid to secure agreement on the new Directive: its
design was significantly more complex than that of the 2003 Directive.11 Giljam (2016: 101), for exam-
ple, notes how it sought to operate across many different dimensions simultaneously: various fuel types;
along and between production chains (from the production of feedstocks to the labelling of biofuels on
petrol station forecourts); across space (because the scope of the sustainability criteria were in part extra-

confidence to invest in the second- and third generation alternatives (Ackrill and Kay, 2014: 65),
but it was the only specific policy support they received.

A more rigorous and detailed system of reporting set out in Article 22. Member States were obli-
ged to report every two years based on a template (a type of durability device), on many more is-
sues including the production of advanced biofuels, biodiversity impacts and net greenhouse gas
emission savings. The hope was that better reporting would convince critics and potential inve-
stors that EU policy was now heading in a more predictable direction – ‘a core goal of the Direc-
tive and […] a core element in policy stability to encourage investment’ (Howes, 2010: 144). In
addition, the Commission was required to produce a special report on ILUC by the end of 2010
(Article 23; see Anderton and Palmer, 2015: 145).

A new set of sustainability criteria (Article 17) which all biofuels had to meet to be counted
against the EU’s renewable energy targets. Significantly, the criteria, which were a formal ackno-
wledgment of the need to address direct and indirect land use changes (Afionis and Stringer,
2012: 116), applied both to indigenous and imported supplies (Woerdman et al., 2015: 142). Bio-
fuels that complied with the criteria, which were enunciated in Articles 17–19, could be counted
against the 10 per cent target and become eligible for financial support (chiefly subsidies) at the
national level (Scott, 2011: 829). The criteria addressed two main elements: greenhouse gas emis-
sions (life cycle emissions should be at least 35 per cent less than fossil fuels)8 and direct land
use change9 (cultivation of the feedstocks should not cause direct changes to land with a high
biodiversity value, i.e. primary forest, grasslands, wetlands etc.; see Woerdman et al., 2015: 143).
To further complicate matters, the application of the criteria varied by biofuel type.10

A system for certifying the sale and use of different types of biofuel. This was the means by which
economic producers and Member States would verify that the sustainability criteria were being
complied with (Woerdman et al., 2015: 143). The Directive provided for three main types of cer-
tification: bilateral agreements between Member States; national schemes within individual
Member States; and voluntary schemes run by private actors but recognised by the European
Commission. Of the three, voluntary schemes quickly proved to be the most popular. By the end
of 2014, the Commission had recognised 19 such schemes (COM (2015) 293: 15).



territorial); and across time (stimulating a shift from first- to second-generation alternatives). These new
dimensions of complexity were directly affected by the critiques of EU policy after 2003.

The Adoption of the 2009 Directive

That so much new policy was negotiated so quickly in the face of such strong criticism (particularly of
the first-generation biofuels) has puzzled scholars of policy formulation. The adoption of a more strin-
gent policy instrument-level durability device (the mandatory 10 per cent target) is particularly perple-
xing. Although the Commission was deeply split on the matter (Rietig, 2018),12 the official drafting the
proposal was sufficiently determined and well-connected to craft a proposal that convinced the other
DGs to sign up to the headline 10 per cent target (Sharman and Holmes, 2010: 316). Another thing that
facilitated agreement was the fact that Heads of State had already given their de facto blessing to the new
target in March 2007, i.e. well before the publication of Searchinger’s analysis, the spike in world food
prices and the emergence of the cross-sectoral anti-biofuels coalition (Sharman and Holmes, 2010: 313;
Rietig, 2018: 148). Crucially, they pledged to support the 10 per cent target ‘before any discussion […]
about how it might be achieved’ in practice (Ackrill and Kay, 2014: 62), and, crucially, before the publi-
cation (in 2008) of the detailed impact assessment that the Commission appends to all policy proposals.
The European Council’s determination to push ahead before the scientific evidence had been fully prepa-
red and openly debated has been criticised as a striking example of ‘policy-based evidence making’
(Sharman and Holmes, 2010: 313). What it did was shift the focus of the policy design debate from ends
to means; specifically, to the design of different combinations of flexibility and durability devices at the
policy instrument level.

What appears to have pushed the proposal over the line was the sudden appearance of a supportive
coalition within the Council. At the time, Member States were being heavily lobbied by biofuel produ-
cers (particularly of first-generation biodiesel) to provide greater policy support to the investments that
they had made in the first-generation biofuels, and which they said were needed to fund investments in
the second-generation alternatives (e.g. European Biodiesel Board, 2006; see Sharman and Holmes,
2010: 314). Member States with large agricultural production capacities were especially receptive to this
line of argument, keen as they were to find new uses for land set aside as part of ongoing Common Agri-
cultural Policy reforms13 (Skogstad, 2017: fn. 3). More sceptical Member States (such as Denmark) and
greener MEPs were gradually persuaded to align with what eventually became the winning coalition by
the offer of sustainability criteria (Skogstad, 2017: 32), and a promise to draft more detailed proposals on
the handling of indirect land use changes after the Directive had been formally adopted.

In some respects, the new Directive was a classic package deal. In other respects, it also owed its
adoption to the unexpected opening of a window of opportunity in 2008–2009. Recall that this was a pe-
riod during which the Commission President and the Heads of State were competing with one another to



brand the EU as an international climate leader. The Council Presidency at the time was held by France.
Its Prime Minister (Sarkozy) was in no mood to delay agreement and pushed hard for the entire package
to be adopted in one fell swoop.

5.6 Policy Instrument Implementation and Redesign

Items of Unfinished Business
At the start of 2009, there were several items of business that still had to be addressed in order to strike a
more politically sustainable balance between the policy’s durability and its flexibility. The first and most
urgent item was that of ILUC, which as noted above had been deliberately postponed during the negotia-
tion process (Giljam, 2016: 102). However, public consultation exercises conducted by the Commission
in 2009 and 2010 revealed very little agreement on what to do next (COM (2010) 811: 13). In a special
report (COM (2010) 811), published in December 2010, the Commission conceded that without further
policy intervention, ILUC emissions risked undermining investor confidence in all biofuels. In the same
report, it noted that biofuels were projected to account for 9 per cent of transport fuels in 2020, making
them by far the most important contributor to the mandatory 10 per cent target (COM (2010) 811: fn. 1).
It promised to come forward with new legislative proposals by July 2011. A year later, the EEA (2011a)
concluded that policies which generate ILUC ‘may even result in increased carbon emissions’ and called
for all EU bioenergy policies to be comprehensively revised.

The second item was the functioning of the sustainability criteria. The immediate challenge was
how to ensure that the various certification systems were fully up and running. Producers and environ-
mental NGOs would only trust them if they were transparent, robust and, above all, fair. For the Com-
mission, this meant creating a system that was both transparent and enforceable, and not only for EU-
based biofuel supplies whose provenance could be verified relatively easily, but also stocks imported
from other parts of the world (Scott, 2011: 831). Alternatively – and perhaps a little more straightfor-
wardly – it could finesse these challenges by giving an even stronger push to the second- and third-gene-
ration alternatives than the ‘double counting’ rule implied. The problem was that producers said that they
would only invest in such unproven alternatives if EU policy supported their investments in the first- and
second-generation types. If this resembled a chicken and egg situation, then the producers argued that the
Commission should move first.

Third, the 2009 Directive required a means to cope with changes in the (by then) rapidly developing
science of biofuels whilst simultaneously offering support to investors. The discussions were heavily in-
fluenced by the failure of the 2003 Directive to respond to (i.e. have the internal flexibility to cope with)
previous changes in scientific understanding. The Commission’s first progress report on the new Directi-
ve was published in March 2013 (COM (2013) 175), and revealed that biofuels only accounted for 4.7



per cent of transport biofuels used in the EU (Flach et al., 2015: 4). Its second progress report, published
two years later in June 2015, predicted that use would climb to around 5.7 per cent in 2014 (COM (2015)
293: 14). The Commission blamed the limited growth rate on regulatory uncertainty and corresponding
delays in the commercialisation of advanced fuels. But, in practice, a number of exogenous factors had
also been at work. Falling world oil prices in the mid-2010s had made the second- and third-generation
alternatives even less price-competitive than they would otherwise have been (Royal Academy of Engi-
neering, 2017: 20). Meanwhile, declining sales of new vehicles in the wake of the global financial crisis
had greatly reduced the demand for all types of road fuel (see also Chapter 7), including biofuel. Global-
ly, production stagnated after 2010 (Timilsina, 2014: 15). After growing rapidly throughout the 2000s,
biofuel consumption in the EU transport sector remained more or less static through the 2010s (Biofuels
Barometer, 2017: 8). Therefore, in the early 2010s, all European biofuel producers found themselves
confronting a perfect storm of declining revenues from the sale of first-generation biofuel and mounting
policy pressure to invest in the alternatives, many of which were still stuck at the R&D stage.

5.7 Making Biofuels More Sustainable? A New Directive

Policy Formulation Begins
The Commission’s hopes that it would achieve a swift revision of the biofuel-related elements of the
RED by July 2011 were soon dashed. Yet again, its DGs struggled even to arrive at a common internal
position, greatly delaying the publication of a new legislative proposal (Simkins, 2012). Almost two
years after it had first consulted stakeholders, a draft was leaked to the press which created an uproar. It
revealed that the Commission was actively considering tackling ILUC by capping the contribution of
transport fuel from first-generation biofuel sources at no more than 5 per cent by 2020. In effect, this im-
plied that only half of the existing (and widely discussed) 10 per cent target would be met from first-ge-
neration sources; the remaining 5 per cent would have to come from advanced sources or other types of
renewable energy.14 Given that consumption of first-generation biofuels was by that point fast approa-
ching 5 per cent (see above), the leaked information implied that the new policy would not allow any ad-
ditional growth in the first-generation types; all future growth would have to be met from other sources.

The details in the leaked proposal reflected the fact that the Commission was trapped in a ‘policy
lock-in’ (Rietig, 2018: 156), partly of its own making: it did not want to close down first-generation pro-
duction facilities in case the 5 per cent cap was not achieved, but it wanted to give a clear policy signal
of support to producers who had invested in the second- and third-generation alternatives. Either way, the
leak appeared to mark a significant U-turn in the Commission’s thinking. Only five years before, it had
steadfastly maintained that the 10 per cent target would be achieved with ‘only limited reliance’ on se-
cond- and third-generation alternatives (COM (2006) 845: 13). Its 2011 renewable energy progress re-



port had subsequently stated that ‘first-generation biofuels will be the predominant energy source over
the period to 2020’ (COM (2011) 31: 6).

The EBB’s reaction to the leak was one of barely disguised fury, claiming that the proposals, if real,
would ‘definitely cause the immediate death of the whole EU biodiesel industrial sector’ (ENDS Report,
2012b). Even independent academic commentators argued that it would ‘shackle […] the industry’s gro-
wth possibilities’ (Biofuels Barometer, 2015: 6). Jean Philippe Pui, the CEO of the French oil seed pro-
ducer Sofiproteol, went further still, maintaining that it ‘threaten[ed] an industry that arose as a response
to [the EU’s] policies and has invested massively in the next generation of biofuel technologies’ (Kea-
ting, 2012e).

The Publication of a Formal Proposal

In October 2012, the Commission finally issued its proposal to amend the 2009 Directive15 (COM
(2012) 595), drawing to a close months of speculation, intense lobbying and very bitter argument. The
Directorate-General for Climate Action (DG CLIMA) reportedly demanded rules that clearly differentia-
ted between fuels based on their ILUC effects, but DG Energy felt there was insufficient scientific evi-
dence to do this properly (Keating, 2012d). The Commission ruled out the idea of entirely excluding bio-
fuels with very high ILUC effects from contributing to the biofuels target on the grounds that it could ex-
clude biodiesel from vegetable oil, ‘which [in 2012] represent[ed] the vast majority of the market’ (An-
derton and Palmer, 2015: 145). A joint statement by the biofuel producers and feedstock industries under
the umbrella of a new cross-sectoral organisation, the ‘EU Biofuels Supply Chain’, argued that the ILUC
proposal would have a ‘devastating impact on the biofuels industries and diversification of farmers’ reve-
nues’ and was ‘based on unfounded and immature ILUC science’ (COCERAL et al., 2012: 1). Meanwhi-
le, environmental groups claimed that the 5 per cent cap with a selection of fuel-specific ILUC controls
was at best a very ‘messy compromise’ and at worse totally misguided (Keating, 2012d). In an editorial,
European Voice accused the Commission of being ‘intent on […] creating a subsidy-dependent energy
industry with the twin aim of propping up the farm vote and creating an illusion of energy security’ (Eu-
ropean Voice, 2012).

Eventually it became clear that the Commission was not the only EU institution riven by internal
splits. In the Council, Member States such as the United Kingdom and Denmark demanded much tou-
gher ILUC standards, whereas countries that depended more heavily on agriculture (including France,
Poland and Hungary) felt the proposal was too stringent (Flynn, 2013b). Meanwhile, the European Par-
liament agreed to raise the cap on first-generation biofuel production from 5 per cent to 6 per cent to re-
flect the lobbying efforts of some producers, but was unable to agree on a clear negotiating mandate to
guide its nominated rapporteur with the Council, Corinne LePage (Keating, 2013c). With time running
out to complete the amendment before the Parliament ended its term in April 2014, the main environ-



ment and human development groups in Brussels launched a concerted ‘Stop Bad Biofuels’ campaign to
‘fix this broken policy once and for all’ (Action Aid et al., 2013: 3). When, in December 2013, a compro-
mise brokered by the Lithuanian Presidency failed to secure agreement on an even higher cap (of 7 per
cent, not 5 per cent), the Commission admitted defeat and shelved its proposal, which effectively brought
the whole redesign process to a halt. The Lithuanian Energy Minister who chaired the key meetings clai-
med that a compromise deal had been scuppered by an ‘exotic coalition’ of Member States including
Denmark and the Netherlands that wanted first-generation fuels to be much more heavily restricted and
another (including Hungary and Poland) that essentially wanted to preserve the policy status quo (Kea-
ting, 2013g).

A few weeks later in January 2014, the Commission attempted to start afresh by issuing a Commu-
nication setting out a new vision for climate and energy policies (COM (2014) 15). Although biofuels
policy was only briefly mentioned, what it included sent ‘shockwaves’ through the entire biofuels sector
(Keating, 2014b). First of all, it confirmed that first-generation biofuels would no longer receive policy
support after 2020, implying that the transport sector should either transition rapidly towards advanced
biofuels or enact more fundamental changes, such as towards wholesale electrification (Flach et al.,
2015: 7; see also Chapter 7). Second, the transport sector would definitively lose the special status it had
enjoyed in the early years of EU biofuels policy – henceforth, there would be no sector-specific biofuel
targets after 2020 (see Chapter 3). Third, the EU intended to develop a broader and more strategic ap-
proach to the use of biomass across all sectors.

The Commission’s intervention was a calculated attempt to reset the terms of the debate at EU level
(Institute for European Environmental Policy, 2014: 5). Environmentalists were pleased that the Com-
mission seemed at long last to be taking on board its warnings about ILUC. The various biofuel produ-
cers were, on the other hand, suddenly able to unite around a common condemnation of the policy’s di-
rection. In February 2014, a new coalition of biofuel producers wrote to energy ministers asking for the
transport sector to retain its special status, with new sector-specific targets running until 2030. It claimed
that the use of biofuels had grown to 4.8 per cent and that the EU’s ‘binding targets were key to provi-
ding the necessary guidance and predictability that encouraged investment in the sector’ (Keating,
2014c). They argued that the abrupt shift in the Commission’s position had ‘badly shaken’ confidence in
the sector.

However, Ministers pressed on. In June 2014, the Council agreed to cap the contribution of first-
generation biofuels at 7 per cent by 2020, thus providing some additional headroom through to 2020. But
a significant number of Member States opted to align with the Commission’s new position: they were
either deeply worried about ILUC and/or did not produce significant quantities of biofuel. On more de-
tailed technical matters, however, disagreement quickly re-surfaced between the various producers. For
example, Member States with large forestry sectors – principally Sweden and Finland – were keen to



classify tall oil, a by-product of the wood pulping process, as a second-generation biofuel (Flynn,
2015b). ePure, the association representing bioethanol producers, wanted fuel-specific restrictions on fir-
st-generation biofuels to enable its members to continue to produce and market ethanol. Unsurprisingly,
the EBB sought to ensure that biodiesel’s dominant market position remained unaffected (Williams,
2014).

The Adoption of the Indirect Land Use Change Directive

In October 2014, the Council acknowledged that although better scientific understanding of the impacts
of biofuels had cast doubt on their environmental effectiveness, it was not firm enough to inform the set-
ting of fuel-specific ILUC factors. Instead, it opted to raise the generic cap on all first-generation fuels to
7 per cent whilst signalling that there would be no new targets after 2020 (Delbeke and Vis, 2015: 71).
Meanwhile, the Parliament was even more deeply divided than the Council, both of whom were being
heavily lobbied by the various competing industry associations. Given that talks had, by that point, rea-
ched the second reading stage, MEPs nonetheless opted to strike an agreement with the Council rather
than risk the Council’s position being automatically adopted. In turn, this allowed the ILUC Directive
(EU/2015/1513) to be formally adopted by the Parliament and the Council on 9 September 2015, no less
than 1,058 days after the Commission had published its initial proposal and over five years after it had
published its initial report on ILUC. This was the slowest adoption process amongst all the instrument
changes summarised in this book.

The ILUC Directive incorporated the 7 per cent cap (by 2020) which the Council had insisted upon
but followed the Commission’s recommendation that no new long-term targets should be set after 2020.
As a further compromise, Member States were allowed to set lower caps in a number of clearly specified
circumstances. The ‘double counting’ provision relating to advanced biofuels was also carried over from
the 2009 Directive and a new policy instrument-level durability device adopted (an indicative target –
akin to the ones contained in the 2003 Directive) which required Member States to ‘endeavour to
achieve’ 0.5 per cent of consumption as advanced biofuel (OJ L239, 15.9.2015: 15). This meant that
Member States could effectively set lower or no standards at the national level after April 2017 if they
wished to,16 subject of course to certain considerations (OJ L239, 15.9.2015: 15). During the negotia-
tions, the Parliament’s rapporteur, Nils Torvals, pushed for a binding and considerably stricter level of
2.5 per cent (Flynn, 2015a), but this failed to secure sufficient support. The ILUC Directive also built on
the same pattern as the 2009 Directive and placed even more detailed reporting obligations on a growing
cast of actors including suppliers, verifiers and Member States. This new information would be collated,
reviewed and published by the European Commission.



5.8 Biofuels Policy After 2020: The RED II Directive

The Formulation of a New Directive
In late 2015 – around the time of the Paris climate summit – policy designers were still wrestling with
precisely the same meta-issue that had vexed the Commission over twenty years before – how to trigger
a durable, long-term deep decarbonisation transition in the transport sector. As far as biofuels were con-
cerned, this was now thought to require a significant shift to the second and third generations of biofuels.
In 2002–2003, there had been a widespread belief that first-generation biofuels would produce most of
the required emission reductions. In its 2015 progress report, the Commission estimated that the share of
the transport fuel market accounted for by biofuels had risen to 5.7 per cent in 2014 (COM (2015) 293:
3), of which 23 per cent were sourced from second-generation biofuel (up from just 1 per cent in 2009).
As a result, the EU was finally on the way to becoming more self-sufficient – another one of the original
rationales for EU-level action. Around 75 per cent of all the biofuels consumed in 2013 were produced
within the EU (COM (2015) 293: 15).

In its 2015 Energy Union strategy, the Commission promised to come forward with a new bioener-
gy policy encompassing renewables and biofuels (COM (2015) 80). One of its primary motivations was
to align all existing policy programme- and policy instrument-level durability devices with the new ‘by
2030’ timeframe that the EU had adopted in advance of the Paris Agreement. Thus, in October 2014, the
European Council announced a new combination of policy programme-level durability and flexibility de-
vices, including an objective to achieve a 40 per cent reduction in greenhouse gas emissions by a new
time-specific deadline: 2030 (European Council, 2014). The existing energy and renewable energy targe-
ts would also be amended to fit the new ‘by 2030’ timespan.17 In February 2016, the Commission initia-
ted a stakeholder survey on the main policy design options. The environmental NGOs firmly argued that
the sustainability criteria in the ILUC Directive should be extended to all forms of bioenergy, a popular
form of renewable energy (particularly in Eastern Europe). According to Sini Eräjää of the EEB, the EU
‘must avoid repeating the mistakes made with first-generation biofuels’ (Ala-Kurikka, 2015c, 2015d). In
November 2016, the Commission published proposals to revise the Renewable Energy Directive to
achieve the new 27 per cent target by 2030 under the heading of Clean Energy For All Europeans (COM
(2016) 767). In the transport sector, a new proposal for what eventually came to be known as the RED II
Directive included measures to cap the share of first-generation of biofuels at just 3.8 per cent in 2030,
automatically decreasing via a series of steps from 7 per cent in 2021 (the target that had been originally
introduced in the ILUC Directive). Furthermore, there would be a new mandatory target for the advanced
biofuels: a minimum share of at least 3.6 per cent by 2030. The sustainability criteria from the ILUC Di-
rective would also be extended – in a refined form – to all forms of biomass and biogas used for heat and
power.



The Adoption of the RED II Directive

The immediate reactions were sufficiently critical to suggest that it would take time to hammer out a
compromise. Significantly, they generally followed the same pattern as those to the Commission’s propo-
sal to amend the 2009 Directive. Thus ePURE welcomed the offer of further support after 2020 (which
was rather at odds with what the European Council had indicated in 2014), but warned that the Commis-
sion was ‘totally detached from reality if it expects that its proposal will result in significant investments
in advanced biofuels, given that most of the potential investors have already been burned by the Com-
mission’s previous biofuels u-turns’ (Ala-Kurikka, 2016a). Meanwhile, the environment and develop-
ment groups, who by that point had organised themselves into an even more formal cross-sectoral coali-
tion, tried to persuade the EU to abandon all biofuel targets after 2020 and end all national subsides of
first-generation biofuel production (Birdlife International et al., 2016). The industry committee of the
European Parliament agreed that first-generation biofuels should be phased out by 2030 and recommen-
ded raising the overarching policy programme-level target for renewable energy from 27 per cent to 35
per cent by 2030 (Hodgson, 2017a).

The Member States eventually adopted a common position on the proposals in December 2017. Al-
though they sided with the Commission’s proposal to increase the renewable energy target to 27 per cent,
they opted to maintain the existing 7 per cent cap on the use of first-generation biofuels ‘to provide cer-
tainty to investors’ (Hodgson, 2017d) and increase the target for all transport fuels from 10 per cent to 14
per cent. A deal on RED II (Directive 2018/2001) was finally concluded between the Parliament and
Council in June 2018. It contained an overarching 32 per cent renewable energy target – significantly
more stringent than the 27 per cent originally proposed by the Commission – with a flexibility clause that
was primed to operate in 2023. The transport sub-sector target was increased from 10 per cent to 14 per
cent, but the contribution of first-generation biofuels was capped at 1 per cent above 2020 levels in each
Member State and set to gradually decline to zero by 2030. Finally, a new policy instrument-level dura-
bility device (namely a mandatory target) for advanced types of biofuel was adopted, equating to a mini-
mum share of at least 3.5 per cent in each Member State by 2030. The text of the new directive was
adopted on 11 December 2018, 742 days after the release of the Commission’s proposal.

Chapter 4 briefly outlined the long sequence of policy instrument changes starting with the Biofuels
Directive in 2003 and ending with the 2018 RED II Directive which, as noted above, will extend the ti-
meframe of EU biofuel policy design out to 2030. Table 5.1 summarises each step in the sequence in
considerably more detail, noting the most significant changes in policy stringency, scope and timeframe,
and indicating the speed at which each change was agreed and its lifespan.

Table 5.1 Biofuels: significant policy instrument changes, 2003–2019

Legislation (and speed of
adoption) Lifespan Description



(days)1

2003 Biofuels Directive
(2003/30) (548 days)

3,151

2009 Renewable Energy
Directive (2009/28) (457 days)

4,389

2015 ILUC Directive
(2015/1513) (1,058 days)

2,096

2018 Renewable Energy
Directive II (2018/2001) (742
days)

4,572

Stringency: indicative target. Biofuels to account
for 2% (by the end of 2005) and 5.75% (by the end
of 2010, set at a national level).

Scope: the ‘use of biofuels or other renewable fuels
for transport’ in Europe.

Timeframe: to (2005 and) 2010.

Stringency: increased.
Mandatory target that 10% of transport fuels to

come from renewable sources in each member sta-
te; new inducements to produce advanced biofuels.

Scope: increased.
Expanded to include sustainability of imported

supplies as well as the use of indigenous biofuels,
primary focus still on the use of fuels in transport.

Timeframe: increased.
Extended to 2020.

Stringency: increased.
Mandatory 10% of transport fuels to come from

renewable sources in each member state, of which
no more than 7% to be conventional biofuel; new
indicative target to produce advanced biofuels.

Scope: stable.
Still to include the sustainability of imported sup-

plies as well as the use of indigenous biofuels. Pri-
mary focus still on the use of fuels in transport

Timeframe: stable.
Remains at 2020.

Stringency: increased.
14% target for renewable energy in transport in

each Member State by 2030. No more than 2020
level + 1% of transport fuels from conventional
sources; new mandatory target that at least 3.5% of
fuels should be advanced biofuels by 2030.

Scope: stable.



1 Expected at the time of writing (1 June 2019).

Source: own composition.

Endnotes

1 Initially by quite literally blending first-generation biofuels with conventional, fossil fuel-based transport
fuel.

2 But aside from these two, most environmental NGOs were relatively silent. Some, including Friends of the
Earth in the United Kingdom, briefly supported increasing biofuel production (Thompson et al., 2004; Low
Carbon Vehicle Partnership, 2005).

3 By contrast, the 2010 targets set by Member States were generally in line with the EU’s reference value of
5.75 per cent.

4 In 2005, the share of transport fuels accounted for by biofuel was still effectively zero in nine Member Sta-
tes: Belgium, Cyprus, Estonia, the Czech Republic, Hungary, Ireland, Luxembourg, the Netherlands and Por-
tugal (COM (2006) 845: 15).

5 According to two senior policy designers in the Commission, the 10 per cent target is the same for all coun-
tries because fuels are easily traded between states (Delbeke and Vis, 2015: 70).

6 In fact, the additional emissions could take up to 167 years to be reclaimed through the substitution of fossil
fuels in the road transport sector (Anderton and Palmer, 2015: 141).

7 The science around ILUC emissions continues to be bedevilled by uncertainty (Giljam, 2016: 102).

8 From 2018, this value rose to 50 per cent. Installations commencing operation after 5 October 2015 must
achieve emission savings of at least 60 per cent.

9 The decision was taken to defer the governance of ILUC to the Commission’s comitology procedure (Hai-
gh, 2009: 14.11-6).

10 All the criteria applied to first-generation biofuels; only the emissions-reduction criterion applied to the
second-generation alternatives.

Still to include the sustainability of imported sup-
plies as well as the use of indigenous biofuels. Pri-
mary focus still on the use of fuels in transport

Timeframe: increased.
Extended to 2030.



11 Recall that the opening recitals of the 2003 Directive were longer than the substantive provisions.

12 DG Energy was determined to adopt a more stringent policy than DG Environment (Skogstad, 2017:
32–33).

13 For example, land that could be used to grow subsidised biofuel feedstocks such as sugar beet.

14 There are essentially two main strategies for addressing ILUC: alter the feedstock (e.g. use waste products
as feedstocks, thus producing second-generation biofuel); increase the intensity of production (Cowie et al.,
2016: 13–16).

15 And also the 1998 Fuel Quality Directive.

16 In effect, only 2.5 years before the compliance deadline of 31 December 2020.

17 Notably, to account for 27 per cent of total energy consumption by 2030 (see Chapter 3 for details).



6

Emissions Trading
The Governance of Large Stationary Emitters

◈

6.1 Introduction
The concept of emissions trading has been actively debated by economists since the 1960s (Dales, 1968;
Voss, 2007). In the 1990s, it began to attract the attention of large businesses in the EU, who were eager
to investigate whether it offered a politically more palatable alternative to the Commission’s default poli-
cy instrument – regulation. By the late 1990s – and buoyed by growing industry support – a small num-
ber of Member States began to adopt their own greenhouse gas trading schemes at the national level to
bolster their existing policy instrument mixes which, at the time, were also heavily reliant on regulation
and, in some cases, voluntary agreements (Wurzel et al., 2013). The early 2000s were a period of intense
activity for EU climate and energy policy, much of it directed at implementing the EU’s increasingly am-
bitious long-term emission reduction goals (see Chapter 3). Internationally, emissions trading had been
included in the recently ratified Kyoto Protocol. With other policy instrument options such as an EU car-
bon/energy tax seemingly unavailable, the Commission seized the opportunity to create an EU-wide tra-
ding system.

Adopted in 2003, the Emissions Trading Directive set up the EU Emissions Trading System (ETS).
It was one of the EU’s rare forays into market-based instruments and at first blush appeared to mark a
significant break with its regulatory past (Wurzel et al., 2013). After the ETS had been adopted, there
was a lot riding on its success. It targeted some of Europe’s largest point sources of emissions, which to-
gether accounted for approximately 45 per cent of the EU’s greenhouse gas emissions (EEA, 2015b: 6).
From a political and a bureaucratic perspective, the Commission’s environment department (DG Envi-
ronment) had invested significant resources in ensuring the system’s adoption and was anxious to see it
succeed. From the outset, it described trading as ‘an important cornerstone’ of the EU’s entire climate
policy (European Commission, 2001d; Wettestad, 2005: 1). If emission trading failed, the Commission



feared it would undermine EU climate policy and put a large dent in the EU’s wider diplomatic
ambitions.

The remainder of this chapter recounts how the 2003 Directive was originally conceived within the
Commission, how it was subsequently designed in close discussion with other actors and describes the
policy feedback effects it generated after 2003. It then summarises the positive and negative feedback
which shaped the design of the 2009 Directive, and then traces how the changes that it subsequently in-
troduced affected the design of the Market Stability Reserve in 2015 and another new Directive in 2018.

6.2 The Policy Instrument Design Process

The Formulation of the 2003 Directive
The 2003 Directive emerged rather suddenly from an unexpected confluence of exogenous and endoge-
nous factors. The first exogenous factor was related to developments in the international climate regime.
At the insistence of the US government, which had used emissions trading to address acid rain in the
1990s, the Kyoto Protocol opened the door to the use of trading between countries as a ‘flexibility me-
chanism’ (Skjærseth and Wettestad, 2008: 35; Braun, 2009: 470). At the time, many in the EU were su-
spicious of the US government’s motives (see e.g. Ellerman et al., 2010), but were willing to accede be-
cause the Protocol did not explicitly require every party to adopt trading (Skjærseth and Wettestad, 2009:
107).

The second exogenous factor was the growing interest in emissions trading within the oil and gas
industry, which saw it as a way of forestalling the adoption of more intrusive instruments, particularly
regulation. Major oil producers such as Shell and BP emerged as a ‘key driver’ of technical debates about
how to trade across borders (Christiansen and Wettestad, 2003: 9; Wettestad, 2005: 10; Meckling, 2011a;
Meckling, 2011b: 103–131). Over time, a transnational business coalition emerged, aiming to advance
emissions trading globally (Meckling, 2011b: 44–45). Out of this, a dedicated international lobbying or-
ganisation – the International Emissions Trading Association (IETA) – was established in 1999 (Mec-
kling, 2011a: 35).

Meanwhile, in the 1990s and early 2000s a number of developments within the EU made some ac-
tors more receptive to the idea of emissions trading. The EU had adopted legally binding emissions re-
duction commitments for the first time when it collectively signed the Kyoto Protocol in 1997. However,
by the late 1990s, the Commission was warning that greenhouse gas emissions in the EU were rising
(COM (1999) 230: 1), endangering compliance. In the early 1990s, the Council had blocked the Com-
mission’s efforts to adopt an EU carbon/energy tax (Jordan et al., 2010: 61). As a matter dealing with ta-
xation, that proposal had required the Council to act on the basis of unanimity and limited the Parliament
to a marginal role (Skjærseth, 1994: 30). In political terms, this constituted an important barrier to new



policy design. Therefore, the Commission realised that it ‘desperately needed to develop another policy
instrument’ (Braun, 2009: 473). Crucially, because it was not a fiscal measure, emissions trading could
be adopted by a qualified majority in the Council (Wettestad, 2005: 8), opening the door for adoption to
take place. The Commission’s research arm, the Directorate-General for Research (DG Research), began
to prepare the ground with a series of studies on market-based instruments (Ellerman et al., 2010: 14).
Meanwhile, a small group of staff within DG Environment led by an environmental economist, Jos Del-
beke, began to investigate the technical and legal feasibility of trading at EU level (see Delbeke et al.,
2006; Ellerman et al., 2010: fn. 9; Dreger, 2014). A number of Member States, including Denmark, Swe-
den, the Netherlands and the United Kingdom, had already announced that they would develop their own
national schemes. As these began to take shape, the EU institutions were pushed to act against what they
saw as a threat to climate policy harmonisation (Christiansen and Wettestad, 2003: 7).

In June 1998, the Commission issued a Communication on the Kyoto Protocol (COM (1998) 353)
in which it expressed its eagerness to establish an EU-level trading system to start by 2005. It also under-
took to publish a Green Paper – a key stage in the policy formulation process – to inform an initial round
of public consultations (Wettestad, 2005: 3; van Asselt, 2010: 127). As explained in Chapter 4, an impor-
tant and early design decision was taken at this point to only target ‘large emitters or a single economic
sector’ rather than emissions from myriad non-point sources such as cars or flights (COM (1999) 230:
16; see Wettestad, 2005: 3). In January 1999, DG Environment commissioned reports from two think
tanks, the Center for Clean Air Policy (1999) and the Foundation for International Environmental Law
and Development (2000), to prepare the ground for a formal legislative proposal (Skjærseth and Wette-
stad, 2008: 79).

In March 2001, another exogenous event – the US Government’s withdrawal from the Protocol –
created a further window of opportunity for the Commission to convince the other EU institutions of the
need for this particular approach to emissions trading (Skjærseth and Wettestad, 2008: 155). This win-
dow of opportunity allowed policy formulators within the EU to connect a number of factors together in
a way that facilitated rapid internal policy development (Skjærseth and Wettestad, 2009: 112). It also
handed the EU a golden opportunity to seize climate leadership from the US, particularly regarding
emissions trading (Meckling, 2011b: 37). Thus, it is slightly erroneous to suggest that trading was trans-
ferred from the USA to the EU (cf. Damro and Méndez, 2003: 74). The general concept of emissions tra-
ding was undoubtedly transferred, but the Commission still had to invest significant effort to win around
those who doubted that a trading system would be sufficiently stringent to drive down emissions or could
be made to work at a supranational level (Wurzel et al., 2013). Chief amongst these were the environ-
mental NGOs. The main alliance of NGOs working on climate issues in Brussels responded to the Green
Paper by arguing that while emissions trading was ‘a useful potential part’ of EU climate policy, it was
‘not the most important’ (Climate Network Europe, 2000: 1). However, it accepted that trading could in



principle reduce emissions, but only if it had clear targets, strict rules and was framed by suitably ambi-
tious goals. In other words, it needed to be embedded in a much broader policy programme – which of
course at the time the EU manifestly did not have.

After 1998, policy formulation activities accelerated rapidly. The Commission seized the initiative,
building up its own technical expertise and using it to cultivate support amongst various potential veto
players (Skjærseth and Wettestad, 2009: 110). Throughout, DG Environment was a key policy entrepre-
neur (Skjærseth and Wettestad, 2008: 189) – it was ‘always […] a step ahead’ of other actors ‘as regards
knowledge’ (Braun, 2009: 484). Its expertise – coupled with the need to implement the Kyoto Protocol –
allowed DG Environment to sell the idea to more sceptical DGs in the Commission and to the other EU
institutions. Second, the Council was in principle supportive of designing stronger EU policies, having
agreed (prior to Kyoto) to adopt a new, EU-wide emissions reduction target (see Chapter 3). But on more
detailed matters, several Member States harboured serious misgivings about emissions trading. In the
end, however, there was a sufficient number of advocates within the Council to support the
Commission’s work (Skjærseth and Wettestad, 2009: 109).

Some potentially powerful target groups in industry were either supportive or able quickly to
exempt themselves. Eurelectric (the European association representing electricity generators) was broad-
ly supportive of cap-and-trade (Eurelectric, 2000). This was despite initial opposition from some of its
members, including Germany’s electricity association (VDEW, 2000). Eurelectric worked with the Com-
mission to conduct economic modelling exercises that suggested that its members would largely be able
to pass most additional compliance costs through to customers by raising electricity prices (Braun, 2009:
482; Skjærseth and Wettestad, 2010a: 111). Meanwhile, behind the scenes the European chemical and
aluminium industries successfully manoeuvred themselves out of participation in the initial start-up pha-
se (Christiansen and Wettestad, 2003: 9; Meckling, 2011b: 38).

By contrast, the energy-intensive industries such as steel, cement and oil refineries, which stood to
be hit hard by any costs imposed by the ETS, initially held diverging positions across their numerous
sector-specific interest associations (see Skjærseth and Wettestad, 2008: 84). For example, differences
were especially pronounced in relation to the choice between free allocation and auctioning. This choice
mattered because these industries were less able to pass through the additional cost of purchasing allo-
wances to their customers because they were more exposed to global competitiveness pressures (see e.g.
Demailly and Quirion, 2006). Be that as it may, in their responses to the Green Paper (see later in this
section), the lime industry did not mention the allocation method at all, the steel industry could not achie-
ve a common position on the matter, the paper industry called for free allocation, and the ceramics indu-
stry supported full auctioning (European Ceramic Industry Association, 2000: 1; Confederation of Eu-
ropean Paper Industries, 2000; European Lime Association, 2000; European Confederation of Iron and
Steel Industries, 2000: 1). In short, they were deeply divided on what eventually proved to be a highly
consequential design matter because, unlike the electricity generators, they generally assumed that the



proposal would suffer the same fate as the long-abandoned carbon/energy tax. This proved to be a ‘stra-
tegic miscalculation’ (Meckling, 2011b: 38) given that electricity generators were, by then, largely voi-
cing their support for the proposal (Skjærseth and Wettestad, 2010a: 111) and it could not be blocked by
a single Member State in the Council.

In March 2000, the Commission published a Green Paper to ‘launch a discussion’ on emissions tra-
ding, where it outlined the most significant design options, encompassing the scope of the proposed di-
rective, the allocation of allowances and the degree of coercion (COM (2000) 87: 4). Although it was not
made fully explicit in the Green Paper, DG Environment preferred a mandatory system, a narrow scope
and the auctioning of allowances at EU level (European Commission, 2000: 2; Skjærseth and Wettestad,
2010b: 113; Boasson and Wettestad, 2013: 64; Dreger, 2014: 36–37, 53; COM (2000) 87: 18). The con-
sultation eventually generated 700 pages of comments from 88 non-governmental respondents and 17
governmental actors, including 9 Member States (see European Commission, 2001b, 2001c). Although
the Member States that submitted views ‘disagreed on most aspects related to the design and harmonisa-
tion of’ the system (Skjærseth and Wettestad, 2009: 111), the broad idea of emissions trading was none-
theless ‘met with general approval’ (Wettestad, 2005: 13). This did not in and of itself represent a new
policy, but it was enough to enable the Commission to move to the next stage of policy design: policy
formulation.

In 2001, it initiated much more focused discussions as part of a larger road-mapping exercise kno-
wn as the European Climate Change Programme (ECCP) which encompassed various affected parties
(see Chapter 3 for details). The ECCP’s working group on flexible mechanisms was a more exclusive ar-
rangement than the Green Paper consultation, comprising representatives from just seventeen organisa-
tions (European Commission, 2001a; see also Skjærseth, 2010: 299). This group eventually published its
findings in June 2001 (COM (2001) 580), around three months after the US government’s withdrawal
from the Kyoto Protocol. Following that exogenous event, the working group participants were ‘unani-
mous on the need to introduce emissions trading as soon as possible’ (Skjærseth and Wettestad, 2009:
109), although important differences on its design remained (including on whether trading should be
mandatory or be subject to an absolute cap).

The Commission’’s Formal Proposal

After one further round of brief consultations with some key organisations, the Commission published its
legislative proposal in October 2001 (COM (2001) 581). In many respects, it was fully in line with DG
Environment’s long-standing aims. The proposed system would be mandatory, would start with a pilot
phase, and would initially focus on a relatively narrow group of greenhouse gases and polluting activi-
ties. Formally linking the system to the Kyoto Protocol flexibility mechanisms was viewed as desirable
but politically uncertain, and so was put to one side to be resolved at a later date.1 However, the Com-



mission did introduce two important changes in response to political opposition from Member States and
industry:

As explained in Chapter 4, decentralisation compromised the effectiveness of the system, significantly
weakening its ability to generate deep cuts in emissions in Phase I. Indeed, free allocation quickly beca-
me one of the main axes of conflict in a whole sequence of subsequent policy redesigns (Haigh, 2009:
14.13-4). The reason that the two changes were made was quite simple: the Commission was anxious ‘to
reduce complexity’ where possible to ‘ensure expediency in the policy making process’ (Christiansen
and Wettestad, 2003: 16) so that the 2003 Directive could be adopted. It generally succeeded in that en-
deavour because thereafter, ‘the main shape and content’ of its proposal ‘remained intact through the
complicated EU decision-making process’ (Skjærseth and Wettestad, 2008: 45). However, some small,
but important changes were nonetheless made to the text of the directive during the decision-making sta-
ge. Some of the most important of these related to the allocation process. The European Parliament and a
few Member States – led by Sweden and Denmark – had originally pushed for various levels of manda-
tory auctioning (Council of the European Union, 2002: fn. 32; European Parliament, 2002). In the end,
the Parliament and its allies in the Council were not able to force this through, in part because of the Ger-
man coalition government’s refusal to support it (Vis, 2006: 190). The final Directive did, however, pro-
vide for optional auctioning up to a maximum of 5 per cent in each Member State in Phase I and 10 per
cent in Phase II. While this provision made auctioning possible, it also prevented Member States who
were pro-auctioning (such as Sweden) from selling more than the maximum level.

The Adoption of the 2003 Directive

On 25 October 2003 – 733 days after the publication of the Commission’s proposal – the 2003 Directive
entered into force. Some have remarked on how rapid the adoption process was (Wettestad, 2005), but
amongst our sample of instrument changes the speed was decidedly average (see Figure 8.1). Be that as
it may, the Commission then set about establishing the system and Phase I formally commenced on 1 Ja-
nuary 2005, a little over three years after the Commission launched its original proposal. Regarding en-
dogenous factors, the existing literature puts the successful adoption of the proposal, in the context of the

Decentralisation – each Member State would develop its own National Allocation Plan (NAP) to
distribute allowances to industry within its territory. The Commission would, however, serve as an
external watchdog (i.e. a polity-based durability device) to ensure that a number of common
allocation criteria were adhered to.

Free allocation – of all allowances in Phase I (2005–2007), with an as-yet-unspecified
‘harmonised method’ of allocation for Phase II (2008–2012) to be decided through the comitology
system (i.e. a manual flexibility device).



failed carbon/energy tax, down to four factors (Wettestad, 2005: 1). First of all, the Commission under-
took a great deal of preparatory work before formulating its proposal. By shaping the views of other ac-
tors, it ensured that the main elements of its preferred design survived the adoption process (Skjærseth
and Wettestad, 2010b: 68). Second, it was able to accommodate Member State preferences by making
early and significant concessions – principally on auctioning and decentralisation (Müller and Slominski,
2013: 1433). Hence, when the Environment Council eventually debated the proposal it only suggested a
few relatively minor changes (Wettestad, 2005: 5). Third, the European Parliament sought few far-rea-
ching amendments (e.g. European Parliament, 2002). Some have suggested that it was slow to grasp the
technical detail of emissions trading and struggled to focus its interventions (Wettestad, 2005: 14). The
other EU institutions also deliberately put it under time pressure to adopt the proposal so that the system
could be fully up and running by the time the Kyoto Protocol entered into force in 2005 (Skjærseth and
Wettestad, 2008: 142; Skjærseth, 2010: 300). Finally, a number of potentially important non-state actors
failed to effectively oppose the Directive. As noted earlier in the section, the energy-intensive industries
(who stood to lose the most) did not actively mobilise until after the Commission had published its pro-
posal. This proved to be a serious mistake. Business was, however, generally united in opposing centrali-
sed auctioning (Boasson and Wettestad, 2013: 68), a key priority which was eventually incorporated into
the text of the Directive. Meanwhile, environmental NGOs acquiesced to the Commission’s efforts to
fast track design, by working through the high-level road mapping exercise – the ECCP (Wettestad,
2005: 10).

6.3 The Implementation of the 2003 Directive
The publication of the NAPs provided for under the 2003 Directive proved to be a much more complex
and drawn-out process than many had envisaged (Ellerman et al., 2016: 92). Indeed, the Commission’s
earlier warning about the flaws inherent in decentralising allocation proved to be well-founded: the pro-
cess facilitated a race to the bottom amongst Member States, some of whom were keen to shield their in-
dustries from global competitiveness pressures (Skjærseth and Wettestad, 2009: 115). Having accepted
the general principle of mandatory emissions trading in the policy formulation process, some national
governments were keen to exploit the flexibility that a decentralised allocation approach afforded them
(Bailey, 2010: 148). Nevertheless – and very much against expectations – allowance prices in the system
started to climb, reaching a high of €31 in April 2006 (Skjærseth and Wettestad, 2010b: 69; EEA,
2011b). However, in the same month prices began a dramatic collapse when it became clear that Member
States had over-allocated allowances by a total of 4 per cent; the price of allowances in Phase I eventual-
ly fell close to zero by mid-2007. This fall in prices was due in part to incomplete information about ac-
tual emissions and overly optimistic economic growth forecasts (Woerdman et al., 2015: 65), but fierce



lobbying (of Member States) by some industries was also an important factor (see e.g. Anger et al.,
2016). In response, the Commission engaged in forms of limited ‘unilateral’ strengthening by scaling
back the allocation proposals of some Member States (Müller and Slominski, 2013: 1427). In Phase II
(2008–2012), it reduced them by an average of 10.5 per cent. Particularly significant cuts were made to
those submitted by big emitters such as Poland and Germany (Skjærseth and Wettestad, 2010b: 70). Fol-
lowing the price crash in 2006, the Commission’s interventions helped to restore prices to around €20 in
early 2008 (Skjærseth and Wettestad, 2010b: 70).

As well as over-allocation (and hence low allowance prices), the system experienced a number of
other problems arising from the design of the 2003 Directive. In Phases I and II (2005–2012), the electri-
city generators received most of their allowances for free. When they passed a substantial proportion of
the higher market price through to energy users (including the energy-intensive industries), they were ac-
cused of generating excess revenues – or what came to be known as ‘windfall profits’ (Energy Intensive
Industries, 2004; see Sijm et al., 2006). As noted above and in Chapter 4, cost pass-through is entirely
consistent with the axioms of economic theory (Laing et al., 2014: 516). Despite this, when it was put
into practice it provoked significant political opposition, especially from the energy-intensive industries
(Wettestad, 2009b), i.e. there were negative policy feedback effects.

In January 2005, the Commission commenced work on its first evaluation report (an instrument-le-
vel flexibility device), as stipulated by Article 30 of the 2003 Directive (Skjærseth and Wettestad, 2010b:
65). It was informed by the work of consultants and included a web-based survey of stakeholders (DG
Environment, McKinsey & Company and Ecofys, 2006). From the outset, it became apparent that seve-
ral of them had markedly changed their views since the formulation process; there was a greater appetite
for more auctioning and hence less flexibility (Skjærseth and Wettestad, 2010a: 108). When it was even-
tually published in November 2006, the evaluation report did not contain any specific recommendations,
but its title, Building a Global Carbon Market (COM (676) 2006), signalled the Commission’s eagerness
to raise the EU’s policy ambitions. Together, this information gave the Commission a ‘strong impetus’
(Skjærseth and Wettestad, 2010b: 70) and much ammunition to change the 2003 Directive. Moreover, the
problems experienced during Phase I ‘made it easier for the Commission to campaign for the develop-
ment of a more market streamlined and more centrally steered system’ (Boasson and Wettestad, 2013:
63). From a policy feedback perspective, this was broadly analogous to an interpretive mechanism.

6.4 Policy Feedback and Policy Instrument Redesign
The ensuing reform process should be viewed against the backdrop of three other important developmen-
ts. First of all, there was a growing realisation that the EU’s internal policies were insufficiently stringent
to fulfil the bloc’s Kyoto commitments (Boasson and Wettestad, 2013: 43). In March 2004, Heads of Sta-



te demanded a new suite of policy programme-level goals and instruments to be considered at the Spring
2005 European Council. In February 2005, the Commission published a Communication to inform their
thinking, entitled Winning the Battle against Global Climate Change (SEC (2005) 180). It was written in
such a way as to not formally commit the EU to any new policy targets or durability devices, but it noted
the need for new and/or stronger policy instruments, including in relation to emission trading. It also an-
nounced the launch of a second phase of the ECCP road-mapping programme to work through the de-
tails. The experience of the 2003 Directive suggested that a good deal of potential opposition could be
identified and resolved in its various working groups.

Second, Heads of State began to view climate change as an area in which the EU could exert inter-
national leadership. By the mid-2000s, the United Nations Framework Convention on Climate Change
(UNFCCC) process had become mired in a deep stalemate, following the US government’s decision not
to ratify the Kyoto Protocol (Boasson and Wettestad, 2013: 47). In January 2007, the Commission tried
to burnish the EU’s leadership credentials by publishing an integrated package of new proposals to sup-
port a 20 per cent reduction in greenhouse gas emissions by 2020 and support renewable energies and
energy efficiency (see Chapter 3). The 20-20-20 targets (a policy-programme-level durability device)
were subsequently endorsed by Heads of State in March 2007, who also requested the Commission to
table new plans for a revised Directive ‘which create[s] the right incentives for forward-looking, low car-
bon investment decisions’ (cited in COM (2008) 16, Explanatory Memorandum: 3). In effect, the Heads
of State backed a new policy instrument goal for the system midway through the road-mapping exercise
and almost a year before the Commission had published a formal proposal.

Third, in the technical discussions between Commission officials and the energy-intensive indu-
stries who were by then actively engaged in emissions trading, the mood had turned altogether darker be-
cause of feedback effects generated by the system. Two issues drew their attention. The first was the
steep (but eventually temporary) rise in allowance prices in 2005 and early 2006, which they framed as a
‘double burden’ on them as it increased the direct costs of their emissions and led to the indirect electrici-
ty cost increases that the electricity generators were passing on to them (e.g. Energy Intensive Industries,
2003: 2). The second issue arose from the EU’s aforementioned desire to lead the world on climate chan-
ge. The energy-intensives were alarmed at this, warning that any further strengthening of the system ri-
sked generating what they termed ‘carbon leakage’, i.e. the relocation of their operations to parts of the
world with lower climate standards (Wettestad, 2009b: 317). This negative framing played into the on-
going debate about windfall profits (see Chapter 4), making their demands ‘much more politically visible
and salient, and functioned as an alarm bell for a wide range of industrial and governmental actors’ (Wet-
testad, 2009b: 318). In the policy feedback literature, the sudden price increase (itself a direct product of
allowance trading within the system), could be equated to an endogenously derived focusing event.



Some energy-intensive industries had begun coordinating on these issues in 2002 (Energy Intensive
Industries, 2002). But in 2005, they formed a dedicated lobbying group to articulate their views – the
Alliance of Energy Intensive Industries (Alliance of Energy Intensive Industries, 2005). More broadly,
the number of groups who took an active interest in the detailed design of the system surged, drawing in
new supporters but also some new opponents. It is telling that about six times more non-governmental
actors participated in ECCP2 as had participated in ECCP1 (European Commission, 2001a; European
Commission, 2007a). Having dominated ECCP1, the electricity generators suddenly found themselves
confronted by many more opponents in ECCP2, led by the energy-intensives (Skodvin et al., 2010: 861).
Rising concern over windfall profits was an important driver of the decision to establish a dedicated High
Level Group on Competitiveness, Energy and Environment within the Commission itself (Wettestad,
2009b: 314–315), and reporting directly to the Enterprise Commissioner. This group was in turn used as
a platform by others seeking to block the Commission’s attempts to increase the stringency and broaden
the scope of the system (European Commission, 2005; High Level Group on Competitiveness, Energy
and the Environment, 2006; Wettestad, 2009b; Dreger, 2014: 95). Although its origins lay in the reforms
of the trading system, it was tasked with keeping an oversight on competitiveness issues across all areas
of Commission policy making including, but not limited to, climate and energy. As the Commission pre-
pared to launch a proposal for a revised Directive, the energy-intensives were described as being engaged
in an ‘aggressive lobbying effort’ to protect their free allocation of allowances (cited in Wettestad,
2009b: 316).

The Commission’’s Proposal for a New Directive

In January 2008, the Commission finally launched its legislative proposal to revise the ETS (COM
(2008) 16) as part of the broader 2020 Climate and Energy Package. In it, the Commission maintained
that the proposed reforms were deliberately modest: to ‘improve and extend’ the system (COM (2008)
16). But the proposal included a number of significant changes, some with potentially far-reaching con-
sequences, namely:

An EU-level cap: decentralised NAPs would be replaced by a collective cap set at EU level.

Greater automaticity: a ‘linear reduction factor’ would reduce the cap by a fixed amount (1.74
per cent) every year to reach a system-wide reduction target of 21 per cent below 2005 emission
levels by 2020 (COM (2008) 16: 7).

Expanded auctioning: with a distinction between electricity generators (auctioning from 2013)
and energy-intensive industries (auctioning gradually introduced in Phase III – i.e. 2013–2020).
The expectation was that ‘at least’ two thirds of all the allowances would be auctioned by 2013



In an accompanying memorandum, the Commission used the disappointing environmental outcomes of
Phase I to make a case for more stringent interventions (COM (2008) 16: 2). And crucially, as well as
drive future greenhouse gas reductions (essentially reprising the main aim of the 2003 Directive), the
Commission appeared more eager to nurture policy feedback effects, through creating ‘incentives for for-
ward-looking low-carbon investment decisions’ (COM (2008) 16: 3). Finally, it indicated that it wanted
the changes to be adopted quickly, that is by mid-2009, so the EU could shape the next big UNFCCC
meeting in Copenhagen, then only eighteen months away. The imminent prospect of reform and the in-
creased stringency of NAPII allocations increased expectations for higher prices: by July 2008, the price
of allowances had climbed to nearly €30, the highest level since the Phase I price crash began in mid-
2006 (EEA, 2011b, 2012).

Policy Instrument Redesign

The Commission’s new proposal was, in many respects, aligned with the preferences it had held since
the start of policy design, but had failed to satisfy during the negotiation of the 2003 Directive. During
the implementation of the 2003 Directive it had successfully engaged in modest unilateral strengthening
by tightening Member State allocation plans (see above), but with the new proposal it sought to achieve
a more fundamental reform of the system. And crucially, an important interpretive feedback mechanism
had been at work since 2003, i.e. the Commission could more confidently claim that ‘on the basis of ex-
perience of [its] application’ of the 2003 Directive (Article 30), reform was needed (see Skjærseth and
Wettestad, 2010b: 81; Boasson and Wettestad, 2013: 63). Meanwhile, the European Parliament continued
to support greater harmonisation and auctioning as it had done during the adoption of the 2003 Directive
(Skjærseth, 2010: 303; Wettestad, Eikeland and Nilsson, 2012: 73).

Member States continued to broadly accept the main thrust of the Commission’s thinking (e.g. Eu-
ropean Commission, 2007b: 3). After the patchy performance of the system in Phase I, it was no longer
credible for their officials to claim that all was well and no change was needed (Skjærseth and Wettestad,
2010b: 79). Increased support for EU cap-setting was influenced by Member State frustrations with the

(COM (2008) 16: 8). Companies deemed to be especially vulnerable to carbon leakage would,
however, continue to receive free allowances.

Less flexibility: more restrictions on importing emission reductions from abroad. No new credits
would enter the system unless a satisfactory global climate agreement was signed (updating the
Kyoto Protocol) and the EU moved to a new policy programme-wide goal of a 30 per cent
reduction.

Broader scope: trading to be expanded to include more industries – chemicals, ammonia and alu-
minium production (COM (2008) 16: 4).



NAP process, which inflamed relations with the European Commission (Moore, 2018: 147–150). As the
ECCP2 road-mapping exercise moved forward, increasingly positive signals emerged from the Council
about increasing the share of auctioning in the ETS (ENDS Europe, 2007b). The biggest change was in
Germany’s position, given its key role in blocking an EU cap and mandatory auctioning previously
(ENDS Europe, 2007a). It is also worth remembering that EU Heads of State had effectively already
conceded the need for some strengthening when they approved the 20 per cent reduction target. Hence
the question was not if the system should be reformed, but how it should be reformed to deliver greater
emission reductions. In March 2008, when the Environment Council first debated the Commission’s pro-
posal, Member States offered it their broad support (Skjærseth, 2010: 301). This marked an important
shift from their reaction to the 2003 Directive, when the Council was generally at odds with DG Envi-
ronment and the European Parliament on the most critical policy design issues.

Industry had also changed its views. The preferences of particular industries had been heavily in-
fluenced by policy feedbacks from the 2003 Directive, which had affected the pre-existing distribution of
costs and benefits amongst the main target groups (namely electricity generators and the energy-intensi-
ves). Free allocation in Phase I had largely been tied to historical emissions, meaning that businesses
with higher emissions by and large received more allowances. The highest-carbon electricity generators
(i.e. those that were more reliant on the burning of coal and oil) and the energy-intensives emerged from
the national allocation process as the most significant beneficiaries of free allocation (Lise, Sijm and
Hobbs, 2010; de Bruyn, Schep and Cherif, 2016). This distribution of policy costs and benefits both in-
creased their support for emissions trading as the main policy instrument and encouraged them to push
for continued free allocation. Although the energy-intensives began the policy redesign process by flatly
opposing any shift in auctioning, by early 2008 they had realised that the game was effectively up and
that ‘all they could hope for was exemptions’ and concessions chiefly in the form of free allowances
(Boasson and Wettestad, 2013: 72). By contrast, low-carbon electricity generators who were more reliant
on nuclear power and renewables, were less dependent on free allocation; many had directly benefited
when higher allowance prices drove up electricity prices (Chen et al., 2008: 271). A number of them the-
refore pushed to expand auctioning (e.g. Électricité de France, 2007). As a result of these inter-generator
differences, the main EU-wide association – Eurelectric – decided not to adopt a common public position
on auctioning during the development of the 2009 Directive (Eurelectric, 2007: 16). However, 61 CEOs
of the largest energy generators agreed to go well beyond the EU’s 20 per cent emission reduction target
and completely decarbonise their operations by 2050, believing it would create new business opportuni-
ties (Eikeland, 2016: 51).

6.5 A New Policy Design



As soon as formal negotiations commenced between the main EU institutions, it became apparent that
these policy feedback effects from the 2003 Directive were also interacting with a number of exogenous
factors. First of all, in 2004 ten new Member States had joined the EU, many from Central and Eastern
Europe. They were especially sensitive to the additional financial cost of more stringent policy measures
(Boasson and Wettestad, 2013: 69). Polish representatives in the discussions made it abundantly clear
that they were not prepared to accept greater auctioning if it imperilled the viability of their country’s
coal-fired power stations, which together met around 90 per cent of Poland’s electricity needs (ENDS
Europe, 2008a; Skjærseth and Wettestad, 2010b: 74, 81). Second, September 2008 witnessed the onset of
the global financial crisis following the collapse of Lehman Brothers. By that point, negotiations over
what eventually became the 2009 Directive were already at a comparatively advanced stage, but the wor-
sening financial situation made many groups – and especially those in the Central and Eastern European
Member States (Müller and Slominski, 2013: 1436) – even more reluctant to accept additional economic
burdens (Skjærseth, 2010: 302).

The interaction between these endogenous and exogenous factors produced a number of unexpected
shifts in actor preferences, which policy designers somehow had to bridge. For example, although Ger-
many supported the shift to auctioning for electricity generation, it pushed for the continuation of free
allocation to energy-intensive industries (ENDS Europe, 2008a; Skjærseth and Wettestad, 2010a: 110).
In October 2008, MEPs in the Parliament’s legislative committees found themselves bombarded by no
less than 160 groups lobbying for free allowances (Skjærseth and Wettestad, 2010b: 81). It quickly beca-
me obvious to the Commission that a new directive would only be adopted if it treated industries in a
more ‘differentiated’ manner. But the problem was that greater differentiation could only be achieved by
making the design of the system, itself already quite complex, considerably more complicated (Wette-
stad, 2009a: 318).

And yet two months later in December 2008, i.e. a mere 457 days after the Commission tabled its
proposal, the 2009 Directive (2009/29/EC) was adopted. This was considerably faster than the adoption
of the 2003 Directive, which as noted in Section 6.3, took 721 days. Four factors facilitated its rapid
adoption. First, positive policy feedback mechanisms had, as noted above, helped to nurture a new coali-
tion of actors who preferred emissions trading to the alternative option of striking out in a new (e.g. more
regulatory) direction. As a group, the Member States had also shifted to being more supportive of the
Commission’s plans for greater harmonisation, more auctioning and an extended scope. And if a funda-
mental reform of the system was not possible, many EU policy makers, including but not limited to the
Commission’s staff, feared the alternatives: a damaging loss of credibility in international negotiations
and/or awkward demands for reductions to be made in sectors that sat outside the system, such as agri-
culture and transport, many of which were politically sensitive in some Member States. In effect, reform
of the system quickly became the least-worst option for many concerned.



Second, the advocates of greater stringency were able to present their ideas as a ‘sheer necessity’ if
the EU wished to be the main international climate policy leader (Boasson and Wettestad, 2013: 76). In
fact, at the upcoming UNFCCC meeting in Copenhagen, EU Heads of State were fully expecting to enter
a race with other parties to adopt more, not less, stringent targets. Third, the Central and Eastern Eu-
ropean Member States had urged the French Presidency to switch to voting by unanimity in the Council
on the broad 2020 Climate and Energy Package (Bocquillon and Maltby, 2017: 93). This successfully
countered one source of pressure for greater stringency in the negotiations by marginalising the Parlia-
ment (Skjærseth and Wettestad, 2010b: 83), but it also strengthened the French Presidency of the Council
by allowing it to engage in creative package deals across all the policy dossiers in the final rounds of ne-
gotiation (Skjærseth, 2010: 302).

Finally, the 2009 Directive proposal was significantly amended during the design process to bring
losers on board whilst maintaining the support of potential beneficiaries. For example, costs were de-
layed into the future and potentially difficult decisions about the modes and timing of any compensatory
measures (such as the allocation of free allowances) were referred to the comitology process (Müller and
Slominski, 2013: 1429). The main design features of the 2009 Directive were described above. Chief
amongst these was a new policy instrument goal – to achieve a 21 per cent reduction in emissions by
2020 from 2005 levels. Together, these changes simultaneously achieved greater harmonisation and grea-
ter policy differentiation (Wettestad et al., 2012: 73–74). The reformed system was thus both more strin-
gent, broader in scope and more future-oriented, but also considerably more complicated than the origi-
nal instrument, having a complex ‘mix of provisions running in opposite directions’ (Müller and Slomin-
ski, 2013: 1437). Yet again, complexity was the political price paid by the EU for adopting speedy inter-
nal policy changes before an important international conference.

6.6 Policy Feedback and Policy Instrument Redesign

Changing Exogenous Conditions
The Commission had originally banked on the Copenhagen conference being a diplomatic success for
the EU, in which case the conditional 30 per cent EU reduction target would automatically have kicked
in, and Article 28, a flexibility clause inserted by the Commission into the text of the 2009 Directive,
would have triggered a new cycle of revision to the Linear Reduction Factor. The Commission and many
market analysts had initially expected the post-2008 cap to be more difficult for the EU to achieve (e.g.
ENDS Report, 2007). This increased stringency of the new Directive was also projected to lead to higher
prices for emission allowances and thus drive greater emission reductions than had been achieved in Pha-
se I.



Unfortunately, that is not how things worked out. Copenhagen was a diplomatic failure for the EU
and, soon after, EU climate policy entered a period of much greater uncertainty characterised by what, in
Chapter 3, we termed ‘challenged leadership’ (see Chapter 3). Moreover, the EU’s diplomatic travails
coincided with a period of financial austerity, which together made some parts of industry even more
sensitive to changes to their economic competitiveness. The post-2008 financial crisis together with the
post-2011 Eurozone crisis greatly undermined allowance prices in the ETS. First, they led to a sharp re-
duction in greenhouse gas emissions, driven in large part by reductions in the energy-intensive sectors
(EEA, 2015b: 17–18). This meant that once again emissions across the system fell below allowance allo-
cations, leading to a large allowance surplus and hence depressed prices. Second, allowance prices were
pushed even lower by companies selling allowances to raise cash to keep themselves afloat in a crisis-hit
financial environment (Capoor and Ambrosi, 2009: 6). As a result, allowance prices dropped rapidly
from above €32 per tonne of CO2 in September 2008 to below €10 per tonne by February 2009, where
they hovered until 2011 (EEA, 2012). The price dropped again during the Eurozone economic crisis in
2011, to around €7 per tonne.

As a result, the Commission found itself facing a complex, multi-pronged dilemma. In 2010, Com-
mission President Jose Manuel Barroso had created a DG for Climate Action (DG CLIMA), building it
around the emissions trading unit that had originally been established in DG Environment. This change
had occurred during the periodic restructuring of the Commission after the 2009 European Parliament
elections (European Commission, 2010). Although the new DG had been mandated to advance EU cli-
mate policy, in the area of emissions trading it was anxious not to give the impression that it would conti-
nually intervene in the market to boost prices (ENDS Report, 2009; see also Wettestad and Jevnaker,
2016: 38). After all, emissions trading had been originally portrayed by its advocates as a flexible, auto-
matically self-correcting policy instrument. After years of near-constant design interventions, designers
in DG CLIMA wanted to stand back and give the market an opportunity to self-correct (Wettestad and
Jevnaker, 2016: 38). To add to the Commission’s dilemma, some of the system’s most passionate sup-
porters were too impatient to wait. In 2011, the UK government announced the creation of a national
floor price (a kind of tax) to underpin allowance prices within the United Kingdom. It eventually took
effect in April 2013. If other Member States followed suit, the Commission feared that it would trigger a
renationalisation of EU climate policy (Wettestad and Jevnaker, 2016: 38), threatening the policy gains
that it had achieved since 2003. The European Parliament also tried – and failed – to make changes to the
system by amending related policy proposals that were going through the legislative process (e.g. on
energy efficiency), but these attempts were firmly blocked by the Council (Wettestad and Jevnaker, 2016:
41).

6.7 Raising Allowance Prices: Backloading and the Market



Stability Reserve

A New Policy Crisis
In a 2008 survey, market analysts predicted that allowance prices would be around €24 in 2010 and €35
in 2020 (Point Carbon, 2008: 31). When Phase III started in 2013, the actual price hovered at around €5
and the allowance surplus totalled over 2 billion (DG CLIMA, 2016: 92), putting the efficacy of the sy-
stem in doubt. The Commission tried to intervene indirectly by redesigning the overarching policy goal
to make it more stringent. In 2010, DG CLIMA sought to adopt a fresh proposal for a 30 per cent emis-
sion reduction target, but this failed to win sufficient support within the Commission and never saw the
light of day (Skovgaard, 2014). When, three years later in 2013, the Commission finally secured internal
agreement, Poland deployed its veto to block further progress in the European Council (see Chapter 3).
So, after 2012, the Commission was left with no other option but to formulate a fresh set of amendments
to alter the inner workings of the system.

If the Commission’s default preference was for modest reforms that worked with the grain of exi-
sting patterns of emissions trading, what about other actors? In the Council, the United Kingdom, Den-
mark and the Netherlands were at the forefront of Member States advocating substantial reform to boost
allowance prices. By contrast, Poland was still the prime mover amongst a group of Central and Eastern
European Member States that wanted to block reform. The leak of an internal Commission document in
March 2012 revealed that the Member States were far apart: some, such as the United Kingdom, wanted
an entirely new Directive with a much tighter cap; others, such as Poland, argued for no change at all to
the status quo on the grounds that low prices were a natural, market-based reaction to economic uncer-
tainty (Bulleid, 2012a). Somewhere in the middle was a much larger group of Member States who were
willing to entertain the idea of removing surplus allowances but divided on how best to do so.

For the Member States, a balance had to be struck. Withdrawing (or ‘backloading’) allowances from
the auction share until the end of Phase III, would reduce the number that could be sold immediately by
national governments. But any withdrawals could theoretically also increase the allowance price, mea-
ning that each remaining allowance would be worth more. There was a good deal of uncertainty about
the precise effects that backloading would have on revenues and prices – in effect, demonstrating one of
the downsides of having adopted a market-based instrument rather than a regulatory one. Skovgaard
(2017: 360) has written that the German finance ministry ‘took a keen interest in [intervention], which
they saw as crucial for avoiding a collapse in the allowance price’, which was important because Germa-
ny’s Energy and Climate Fund received funding from auction revenues. This gave it and other national
finance ministries an endogenously derived incentive to support higher allowance prices in the system,
which directly conflicted with their industry ministries who were concerned about the impact of higher
prices on their domestic industries. As Skovgaard noted in the case of Denmark, ‘a large increase in the
allowance price would increase revenue but also raise production costs for Danish industry’ (2017: 359).



Amongst businesses, the Alliance of Energy Intensive Industries was strongly against any interven-
tion. In January 2012, it stated that it was ‘opposed to any modification of the […] rules which would da-
mage further industry’s competitiveness’ (AEII, 2012: 1). The economic crisis had made its members
even more determined to oppose policy change (Wettestad, 2014: 75). Most of the electricity generation
industry – including Eurelectric – supported some reform, but a split between low-carbon and high-car-
bon generators was again apparent. Low-carbon companies such as EDF, GDF Suez, Fortum, and Stat-
kraft were determined to push for changes that would increase allowance prices (see e.g. DG CLIMA,
2013). By contrast, high-carbon generators and actors that represented them opposed changes. Many that
did so were based in Poland (e.g., the Polish Electricity Association, PKEE and Tauron Polska Energia).
Meanwhile, market intermediaries such as allowance traders had been negatively impacted by the reduc-
tion in the volume of traded allowances and began to lose members (Moore, 2018: 164–165). As a result,
they mobilised to support a strengthening of the policy (e.g. IETA, 2012). Environmental NGOs also
supported reform (Climate Action Network Europe, 2012), although growing disillusionment with emis-
sions trading led some of them to establish a ‘Scrap the ETS’ campaign (Corporate Europe Observatory
et al., 2013).

The Adoption of the Backloading Decision

Much as it may have preferred not to intervene, the Commission was eventually forced to act. In April
2012, the then Commissioner of DG CLIMA, Connie Hedegaard, announced that she intended to launch
proposals to remove some surpluses from the system (van Renssen, 2012). In order to move quickly, DG
CLIMA opted to implement backloading by delaying the sale of 900 million allowances rather than per-
manently retire them (ENDS Report, 2012c). It proposed to do this by amending the existing (2010) auc-
tioning regulation (as noted in Article 29a of the 2009 Directive) via the supposedly more rapid route of
comitology. Unlike the permanent cancellation of allowances or the adoption of a common floor price, it
believed that this combination would provide a rapid, confidence-boosting approach to amend the exi-
sting Directive (Wettestad, 2014: 73). DG CLIMA’s Director-General Jos Delbeke also thought that it
would buy time to make more fundamental changes further down the line (Bulleid, 2012b).

However, this quick-fix rapidly descended into a long ‘bitter, symbol laden and complicated battle’
with the European Parliament (Wettestad and Jevnaker, 2016: 87), which again felt that it was being un-
fairly side-lined (Wettestad and Jevnaker, 2016: 89).2 Hedegaard was eventually forced to plead with
MEPs to ‘act responsibly and support […] back-loading’ (Flynn, 2013a). In addition, old splits between
Member States resurfaced in the Council. A group of Member States explicitly supported backloading,
including Denmark, France and the United Kingdom (Wettestad and Jevnaker, 2016: 45; Skovgaard,
2017: 355). The German government remained undecided until late 2013 (Jevnaker and Wettestad, 2017;
Skovgaard, 2017). Meanwhile, Poland, Greece and Cyprus openly opposed backloading (Skovgaard,



2017: 355). A ‘nadir’ was eventually reached when the Parliament voted down the proposal in plenary in
April 2013, seemingly leaving the system on its ‘deathbed’ (Wettestad and Jevnaker, 2016: 3). However,
eventually the amended Backloading Decision (1359/2013/EU) was adopted after it was agreed that it
would only be used once. It entered into force on 17 December 2013, having taken 511 days to be
agreed. Consequently, the auctioning of 900 million allowances scheduled for 2014–2016 was postponed
until 2019–2020.

The Market Stability Reserve

The immense political effort required to secure what many had hoped would be a quick fix did not bode
well for the success of more fundamental reforms to the ETS. In November 2012, the Commission had
released a Carbon Market Report that sought to build a case for ‘structural reform’ to raise allowance
prices, which at the time stood at around €8 per tonne (COM (2012) 652). It set out six possible policy
response options: an increase in the EU’s 2020 target to 30 per cent; limited allowance cancellations; an
earlier increase in the linear reduction factor; direct forms of price management similar to the United
Kingdom’s carbon price floor; a new limit on the use of international credits; and an increase in the sy-
stem’s scope. The first four of these options had already been blocked or had failed to receive sufficient
support, hence were unlikely to be adopted. Notably, the report did not include an option to pursue volu-
me management.

Following several rounds of consultation (COM (2012) 652), DG CLIMA produced a new proposal
for non-discretionary price interventions (COM/2014/020), which it termed the Market Stability Reserve
(MSR). The general idea was to create a new ‘objective and rule based’ flexibility device that allowed the
supply of allowances to respond automatically to changes in demand, thus dampening large fluctuations
in the supply of allowances in the market (Delbeke and Vis, 2015: 51; DG CLIMA, 2016: 95). The poli-
tical genius of the MSR was that it would be facilitated by market forces and hence could be presented as
an automatic and permanent solution to the perceived need for greater flexibility (Wettestad and Jevna-
ker, 2016: 88). Nevertheless, the reaction of the various interest groups followed the same pattern as pre-
vious reforms, including backloading. Thus the market intermediaries and environmental NGOs were
generally in favour (Flynn, 2013d). The energy-intensive industries opposed it, believing it would reduce
the cost-effectiveness of trading (Flynn, 2013d). But having emerged battered and bruised from the long
battle over backloading and with reserves of political goodwill towards their cause fast ebbing away,
they struggled to mount an effective campaign (Wettestad and Jevnaker, 2016: 94, 106). Meanwhile, the
split in the electricity industry continued, with Eurelectric and the low-carbon companies (e.g. Dong,
EDF and the Danish Energy Association) supporting reform, and higher-carbon companies (including
RWE and Tauron Polska Energia) opposing it.



The negotiations eventually focused on two main issues. The first was the reserve’s start date. The
Commission’s proposal had suggested 2021, namely the start of Phase IV, which implied that the rules in
Phase III would not be changed (COM/2014/020: 3). In the Council, the United Kingdom, France and
Germany led a coalition that pushed for an earlier start date (2017), which fell squarely within Phase III
(Kość, 2014). Poland, having accepted the need for the reserve at the October 2014 European Council
meeting, successfully formed a blocking minority with the Czech Republic and Latvia that threatened to
vote against an early start date (Ala-Kurikka, 2015b). Member States continued to circulate predictions
of the impact of the MSR on auctioning revenues amongst themselves (e.g. a publicly available example
being the United Kingdom’s – see UK Government, 2014). In the Parliament, the centre-left, centre-right
and liberals supported a 2019 start date (Ala-Kurikka, 2015a). The Greens and the left supported a 2017
start date and a cancellation of some backloaded allowances (more or less similar to the UK position sup-
porting cancellation).

The second issue concerned the handling of backloaded and other unallocated allowances. These
could either be returned to the market starting in 2019, as the Commission had proposed, or placed direc-
tly into the reserve. By December 2014, most Member States who supported a 2021 start date did not
support putting these additional allowances into the MSR; while those that supported an early start date
also supported the approach (Council of the European Union, 2014: 4). These policy design decisions
would affect auctioning revenues by increasing the size of the reserve and preventing any additional allo-
wances from being returned too quickly (i.e. by the end of Phase III). In the Parliament, a proposal to put
these allowances in the Reserve was introduced by the centre-right’s rapporteur, Ivo Belet, who enjoyed
broad support across the party groups (Ala-Kurikka, 2015a; Williams, 2015).

The final agreement between the Council and the Parliament in May 2015 compromised on a 2019
start date and placed the backloaded/unallocated allowances directly into the MSR. When the Council
voted on the agreement in September 2015, Poland, Bulgaria, Romania, Croatia and Hungary voted
against. They argued that the October 2014 decision by the Heads of State had effectively ruled out an
early start date, that the reserve (as well as backloading) amounted to an increase in the EU’s 2020 re-
duction target, and that the decision should be subject to unanimity voting in the Council.3 Poland even
launched a legal challenge in the ECJ, arguing that it was not in line with the European Council’s in-
structions (Court of Justice of the European Union, 2016), but eventually it failed.

A new Decision (2015/1814) establishing the Market Stability Reserve (by amending the 2003 Di-
rective) was eventually agreed and formally entered into force in October 2015, 623 days after the Com-
mission had first proposed it. The MSR was to take effect in January 2019, two years prior to the 2021
date the Commission had initially proposed. If the allowance surplus grew to more than 833 million allo-
wances, a portion of the auction share equivalent to 12 per cent of the surplus would be automatically
transferred to the MSR each year. If the surplus fell below 400 million allowances, the Reserve would



automatically release 100 million allowances annually. These percentages and volumes were scheduled
to be reviewed in 2021, three years after the MSR begins operating (Article 3). In a concession designed
to bring on board the energy-intensive industries, the Commission agreed to monitor the impact of the
Reserve on an annual basis to protect industries at the greatest risk of carbon leakage. This review will
also consider EU measures to protect firms from the indirect costs of emissions trading through higher
energy prices.

6.7 Emissions Trading towards 2030: The 2018 Directive

The Formulation of a New Directive
Many involved in emissions trading hoped that the adoption of the Market Stability Reserve would usher
in a period of much-needed policy stability. But bubbling underneath were multiple long-running ten-
sions that eventually combined to generate forces pushing for yet another round of policy changes (Wet-
testad and Jevnaker, 2019). As explained in Chapter 3, in January 2014 the Commission had released
proposals for new 2030 emission reduction targets (COM/2014/020), but these had simply re-ignited
long-running conflicts between the Green Growth and Visegrad coalitions. In October 2014, the Heads of
State struck agreement on a new, long-term policy programme aim: a 40 per cent reduction in greenhou-
se gas emissions by 2030 (European Council, 2014). Again, the Commission argued that the ETS would
have to be redesigned to incorporate this new aim and that to delay it any longer would disrupt the EU’s
planning for the next big UN summit scheduled for Paris in December 2015. In July 2015, the Commis-
sion duly produced a proposal for a new emission trading Directive (COM (2015) 337), as the ‘first step
in delivering’ (European Commission, 2015: 1) on the new 40 per cent reduction target and, in doing so,
establish a new, that is fourth, phase of trading. The main elements of the proposal included:

Increasing the linear reduction factor from 1.74 per cent to 2.2 per cent every year starting from
2021 (European Commission, 2015: 1). This equated to a new policy instrument goal: a 43 per
cent reduction in 2005 emissions by 2030 (up from 21 per cent by 2020), equivalent to an extra
556 million tonnes of CO2 equivalent by 2030 (European Commission, 2015: 1).

Locking in auctioning: the share of auctioned allowances would remain the same after 2020 (i.e.
57 per cent) (European Commission, 2015: 2).

Amending the free-allocation rules: when the proposals were published, 97 per cent of energy-
intensive sectors were in principle eligible for free allowances; henceforth, the focus would be on
the sectors that were at the greatest risk of carbon leakage – using more fine-tuned criteria known
as benchmarked values. Outside those sectors, free allocation would be gradually reduced and eli-
minated entirely after 2027.



The Adoption of the 2018 Directive

The Commission’s proposal explicitly stated that it merely created ‘the necessary legal framework im-
plementing the […] principles’ agreed by Heads of State in October 2014 (COM (2015) 337: 2). But
Commission officials subsequently stated that the proposal was in fact still ‘fairly open’ and ‘likely to be
significantly altered during negotiations between lawmakers’ (Keating, 2015). When policy design di-
scussions commenced, it became clear that the proposal would in fact depart from the European
Council’s conclusions, partly because of the enhanced commitment that the EU had made in the Paris
Agreement (i.e. to pursue ‘efforts to limit the temperature increase to 1.5°C’ rather than just 2°C; see
UNFCCC). Starting in the second half of 2016, policy designers therefore began to tread a fine line bet-
ween increasing the ambitiousness of the reforms to fulfil the EU’s Paris commitments and not distur-
bing the political agreement that Heads of State had struck in October 2014.

A key question was whether to increase volume management through a proposed increase in the in-
take rate of the MSR or, more controversially, by cancelling more allowances. A group of Member States
began meeting informally in the second half of 2016 to push for further volume management. By Octo-
ber 2016, that group consisted of Denmark, France, Luxembourg, the Netherlands, Sweden and the Uni-
ted Kingdom, with Slovenia joining a few months later (Moore, 2018: 208). Further changes were oppo-
sed by many Central and Eastern European Member States, including Romania, Bulgaria, Croatia, Li-
thuania, Latvia and Poland (Ala-Kurikka, 2016d), who argued that the reserve had only recently been
adopted and should be allowed to operate before further changes were contemplated. Other Member Sta-
tes were initially rather sceptical; they included Greece, Ireland, and Spain (Ala-Kurikka, 2016d). The
goal of building support for the volume management proposals outside of their core supporters in the
Council – but especially the more controversial cancellation proposal – was facilitated by the fact that
the proposals were meant to raise the allowance price and increase auction revenues. The proposals were
supported in the Parliament by the centre-left parties, the Greens and the liberals, but initially opposed by
the centre-right parties. When these groups finally reached a compromise in the Parliament’s ENVI com-
mittee in December 2016, it included a pledge to cancel 800 million allowances in 2021 and establish a
temporary increase in the Reserve’s intake rate from 12 per cent to 24 per cent (Ala-Kurikka, 2016b,
2016c; Committee on the Environment, Public Health and Food Safety, 2017). The Environment Council
eventually arrived at a common position by qualified majority in February 2017, with nine Member Sta-
tes voting against.

Creating new support schemes to help industries decarbonise: these included a new Innovation
Fund for investments in renewables and carbon capture and storage, and a Modernisation Fund to
help the ten poorest Member States decarbonise, funded by selling a portion of the auctioned al-
lowances (COM (2015) 337: 3).



The 2018 Directive (2018/410) eventually emerged from trilogues between Member States and the
Parliament in November 2017 and was published in the Official Journal in March 2018, 974 days after
the Commission published its proposal. In a direct reference to the EU’s multi-tiered climate policy desi-
gn, the Climate and Energy Commissioner Miguel Arias Cañete proclaimed that the ‘deal shows that the
EU is serious about the Paris agreement implementation’ (Ward and Toplensky, 2017). But it was also,
by some margin, the most time-consuming amendment in the entire policy instrument sequence, requi-
ring deft policy design decisions to bridge the political differences between a number of key actors. For
example, the Modernisation Fund was prevented from funding all new coal plants, with the exception of
district heating facilities in the poorest regions of Romania and Bulgaria (Hodgson, 2017c). The
reserve’s intake rate was scheduled to increase automatically from 12 per cent to 24 per cent between
2019 and 2023. Starting in 2024, if the number of allowances in the MSR is higher than the number auc-
tioned in the previous year, the excess allowances will be automatically cancelled. Free allocation would
continue to energy-intensive industries, and governments in the Central and Eastern European Member
States could allocate a larger share of their free allowances to their electricity generators. In the wake of
these reforms, allowance prices rose steadily and, as of July 2019, consistently averaged above €20 per
tonne for the first time since the 2008 financial crisis (Sandbag, 2019). As a result, in 2018 allowance pri-
ces were high enough to drive fuel switching in electricity generation from coal to gas for the entire year
(Marcu et al., 2019).

Chapter 4 outlined the main policy changes starting with the 2003 Directive and ending with the
2018 Directive. Table 6.1 summarises each step in the sequence in considerably more detail, noting the
most significant changes in policy stringency, scope and timeframe, and indicating the speed at which
each change was agreed and its lifespan.

Table 6.1 Emissions trading: significant policy instrument changes, 2003–2019

Legislation (and speed of
adoption)3

Lifespan
(days)1 Description

2003 Emissions Trading Directive
(2003/87) (721 days)

3,356 Stringency: Member states given option to auc-
tion an average of 8% of allowances (actual:
3%). Overall emission reductions based on
member state allocation decisions.

Scope: Relatively narrow; 45% of EU greenhou-
se gas emissions from the electricity generation
industry and energy-intensive industries.

Timeframe: 2005 to 2012.



2009 Emissions Trading Directive
(2009/29) (457 days)

4,208

2013 Backloading Decision
(1359/2013) (511 days)

2,576

2015 Market Stability Reserve
Decision (2015/1814) (623 days)

1,3122

2018 Emissions Trading Directive
(2018/410) (973 days)

4,651

Notes

1 Expected at the time of writing (1 June 2019).

2 Does not have an end date. Lifespan calculated from legislation’s entry into force until 1 June 2019.

3 Significant policy instrument changes in bold.

Stringency: increased.
Auctioning expanded to 100% for most elec-

tricity generators; 57% auctioning, 43% free al-
location. Cap reduced 1.74% per year.

Scope: increased.
Expanded to more sectors/gases (e.g. PFCs

from aluminium production); Also expanded to
within-EU aviation via a separate directive
(2008/101/EC).

Timeframe: increased.
2013 to 2020.

Delays auctioning of 900 million allowances
from 2014 to 2016 until the end of Phase III
(2013–2020).

Creates the MSR, which automatically withdra-
ws allowances from the auction share if the
amount in circulation exceeds 833 million
allowances.

Timeframe: 2019 onwards.

Stringency: increased.
Free allocation expanded for energy-intensive

industries and Central and Eastern European
electricity generators. Cap reduced 2.2% per
year starting in 2021; allowance cancellation
from MSR beginning in 2024.

Scope: stable.
No new additional sectors/gases.

Timeframe: increased.
2021 to 2030.



Source: own composition.

Endnotes

1 Via the 2004 Linking Directive – see Chapter 3.

2 See the voluntary agreement on cars for another example (Chapter 7).

3 Because it threatened, to paraphrase the Lisbon Treaty, to ‘significantly affect the Member States’ choice
between different energy sources and the general structure of its energy supply’ (Council of the European
Union, 2015: 2–3).
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Voluntary Action
The Governance of Car Emissions

◈

7.1 Introduction
For as long as the EU has had a policy on climate change, transport has stood out as an anomalous sector.
Between 1995 and 2004, greenhouse gas emissions across the EU declined by 5 per cent but grew by 26
per cent in the transport sector (COM (2007) 856: 2). As noted in Chapter 4, the sector’s position is still
anomalous today. Indeed, as the EU’s climate policies have expanded, so too has the perception that the
EU’s ability to decarbonise – which by the 2000s had been elevated to one of its most significant strate-
gic ambitions – may well stand or fall on the basis of what is achieved in the transport sector, and espe-
cially the road transport sector (ten Brink, 2010: 180–181), which today still accounts for around 70 per
cent of overall transport emissions (COM (2016) 501: 2).

Even so, it took the EU a long time and a great deal of political effort to adopt any policies addres-
sing CO2 emissions from cars. A Directive on local car pollutants was adopted as long ago as 1991, whi-
ch committed Environment Ministers to adopt binding regulatory standards on CO2 by the end of 1992
(Haigh, 2009: 6.8-16). However, inter-state agreement proved impossible to achieve and it was not until
1998 – fully six years later – that the Commission completed the negotiation of a novel non-regulatory
instrument: a voluntary agreement with the European Automobile Manufacturers' Association (ACEA).
That agreement committed manufacturers to reduce average CO2 emissions from all new passenger cars
sold on the EU market from an average of 186–140g/km by 2008 (COM (1998) 495: 3), roughly equa-
ting to a 25 per cent cut over ten years (Bongaerts, 1999: 102; Gulbrandsen and Christensen, 2014: 509).
ACEA’s agreement was undoubtedly pioneering; it marked the first time that the EU had used a volunta-
ry agreement to achieve a significant environmental policy programme-level objective. It has been wide-
ly recognised as constituting an important innovation in EU policy instrumentation, at least as significant
as the adoption of emissions trading (Wurzel et al., 2013). However, within a few years the agreement



was widely perceived to be failing and in 2009 was replaced by a new instrument – a binding regulation
– thus drawing to a close a high-profile but short-lived experiment in EU-level voluntary action.

This chapter recounts the story of how that agreement was originally conceived within the Commis-
sion, how and why it was subsequently designed in the way it was, and how it was redesigned in the con-
text of the policy feedback effects generated after 1998. It reveals how, over time, these effects gradually
fed back through to undermine the agreement’s durability, leading to a sequence of changes in policy in-
strumentation, starting with the regulation in 2009, itself subsequently amended first in 2014 and again in
2018. In broad terms, the first half of this chapter explains the genesis of the agreement. The second half
summarises the various policy feedback effects that the agreement triggered and explores how, through
time, these fed through to the revisions. We conclude by summarising the main sequence of policy in-
strument decisions which have unfolded over the – more or less – three decades since 1990.

7.2 The Policy Design Process: Creating the Voluntary
Agreement on Cars

Rival Policy Design Options
The Commission began to investigate the scope for limiting transport emissions after a joint meeting of
the Energy and Environment Ministers in October 1990. This meeting was pivotal because it established,
for the first time, an EU-level target of stabilising EU-wide emissions at 1990 levels by 2000. In turn,
this policy programme-level durability device triggered a search for implementing policy instruments.
The Commission duly scoped out a range of options, including some relating to road transport. They co-
vered plans for common speed limits and public transport schemes, but most proved too politically unpa-
latable for Member States and were quickly shelved (Wettestad, 2000). In September 1991, the Commis-
sion launched a brand new policy programme to limit CO2 emissions, its centrepiece being an EU-wide
carbon/energy tax (see Chapter 3). This tax – which the Commission thought would be more consistent
with the EU’s overarching plans for a common internal market – also foundered due to Member State
opposition. It too was eventually shelved, setting back the development of an EU-wide climate policy by
a number of years.

But in the transport sector, policy design activities continued to advance, pushed by more pro-envi-
ronmental Member States such as the Netherlands and Denmark. A 1991 Directive on conventional car
pollutants (91/441) was, as noted above, the first EU policy instrument specifically to mention the miti-
gation of CO2. It committed Ministers to adopt standards by the end of 1992 (Haigh, 2009: 6.8-16). This
gave the Commission a toe-hold and, in late 1991, it tasked its Motor Vehicle Emissions Group (MVEG)
– a corporatist body comprising representatives of the Commission and the car industry – to scope out
specific policy designs. These were sensitive matters, having been deliberately excluded from the Com-



mission’s ongoing Auto-Oil I Programme, a structured process of agreeing new standards for more loca-
lised pollutants (Friedrich, Tappe and Wurzel, 2000; Taminiau et al., 2006; see Chapter 4 for more
details).

Sensing that the political wind was beginning to blow in the direction of more stringent policy inter-
ventions, in 1991 ACEA volunteered to reduce the emissions from all new cars by 10 per cent between
1993 and 2005. This opening gambit proved to be well below the Commission’s expectations, but it was
at least an explicit recognition that something had to be done. Within ACEA, however, a fierce battle was
brewing between its various member companies over who should shoulder the burden of achieving the
reductions (ENDS Report, 1992a). In February 1992, ACEA agreed that if the reductions were to be
mandatory, the only realistic way to achieve them was via a mandatory EU-wide CO2 tax.

Within the Environment Council, Ministers were also struggling to reach agreement. These diffe-
rences cut across the main car-producing Member States, backed by their respective car industries, i.e.
the main target groups, and various other interest groups (for a summary, see Chapter 4). In simple terms,
the United Kingdom wanted a system of tradable permits to provide a progressively increasing incentive
to improve fuel efficiency. Germany preferred a fixed legislative standard which differentiated between
particular engine sizes and/or vehicle weights. However, other Member States perceived this to be a vei-
led attempt to allow its manufacturers to continue selling large, premium vehicles. Meanwhile, France
advocated for a mixed system of regulation backed by fines and emissions trading, while the Netherlands
pushed for a voluntary agreement incorporating different targets for specific engine sizes and vehicle
weights. And finally, Italy preferred a graduated tax, with exceptions for the smallest vehicles which its
manufacturers excelled at producing (ENDS Report, 1992a). Meanwhile, the European Commission re-
mained internally split, with DG Environment pushing for stricter targets and shorter deadlines and DG
Industry arguing for the exact opposite. As discussions dragged on into 1992, the feeling grew within
DG Environment that CO2 from cars was too difficult a matter to design a response to at that particular
point in time (Keay-Bright, 2000: 16).

In November 1992, the MVEG produced a compromise proposal for a harmonised sales tax, diffe-
rentiated into different weight categories. The baseline would start at zero in 1995 for all cars emitting
more than 160g/km, and then decline via a series of planned increments to reach 110g/km in 2005. As a
potential durability device, the proposal sought to offer manufacturers a dynamic incentive to produce
more efficient cars in and across every weight category, as well as give consumers a financial incentive
to buy smaller, more fuel-efficient cars. The planned increments would add a degree of policy automati-
city that was relatively novel. Nevertheless, the proposal was a compromise. Had it established a techno-
logy-specific goal, it would almost certainly have been fiercely opposed by the politically powerful Ger-
man car manufacturers, who were determined to preserve their ability to sell large cars in the most profi-
table premium segment of the market. It also offered to negate the need for additional policies to promo-
te product labelling (which most manufacturers were averse to); the MVEG maintained that the price ef-



fect of the tax would be sufficient to indicate the environmental friendliness of different vehicles without
the need for mandatory showroom labelling.

However, as we noted in the previous chapter, proposals for new EU-level taxes require unanimity:
a high threshold. Given that a number of car-producing Member States (including the United Kingdom)
were flatly opposed to the EU adopting any additional legal powers over tax matters, it was not entirely
surprising that the proposal fell at the very first hurdle (Matt, 2012: 132–134). On 9 December 1992, En-
vironment Ministers formally rejected the MVEG’s proposal. Not a single Member State spoke in favour
of it (ENDS Report, 1992b). The continuing deadlock ensured that the Commission missed its self-impo-
sed deadline to submit policy proposals by the end of 1992. Having seen its proposal fall, the MVEG in-
formed the Commission that it had done all it could do and politely suggested that the matter should be
resolved at a higher level, beginning with the Commissioners. However, they remained split on the mat-
ter (ENDS Report, 1992b), so the deadlock persisted. Thereafter, three factors conspired to keep the is-
sue well down the EU’s political agenda. First of all, the pace of the international climate policy process
dramatically slowed in the period after the 1992 Rio Summit. Although the EU ratified the United Na-
tions Framework Convention on Climate Change (UNFCCC), the US Government gradually pulled back
from the process, leaving the EU with a difficult choice to make between either forging ahead on its own
or hanging back (see Chapter 3). After some hesitation, it eventually opted for the latter. Yet an important
source of internal friction remained because the European manufacturers were extremely wary of being
undercut by manufacturers in countries with laxer standards. These tensions immediately manifested
themselves when the EU began to search for new policy instruments to fulfil the policy programme-level
target it had set to reduce its emissions.

Second, the European economy slipped into a deep recession after 1992 which severely affected the
profitability of European car manufacturers, many of whom saw their sales plummet. Their collective ap-
petite for any controls on emissions declined rapidly. In 1994, the Commission tried to revive support by
suggesting that the production of ‘clean, lean-produced, intelligent, quality, value’ cars would boost eco-
nomic growth and productivity (Matt, 2012: 134). The European Parliament also tried to restore political
momentum by attempting to include CO2 limits in the ongoing Auto-Oil programme, but it was firmly
rebuffed by Environment Ministers (ENDS Report, 1994). Finally, following the Danish ‘No’ vote again-
st the Maastricht Treaty in June 1992, the Commission became even more wary of intruding into sensiti-
ve areas of national policy where its legal competence to act was weak and/or contested. These included
areas such as fiscal policy which the EU had sought to broach in the past and been rebuffed, as well as
areas such as land use planning that were in principle highly relevant to reducing car emissions but were
henceforth perceived to be similarly off limits.

Policy Instrument Selection



The political impasse was, however, eventually broken by Germany, revealing its somewhat
‘paradoxical’ ability to be both the EU’s ‘climate leader and green car laggard’ (Hey, 2010). It was eager
to make a success of the first UNFCCC COP in Berlin (Oberthur and Ott, 1999: 43; see Chapter 3 for de-
tails). To give that meeting a boost, in advance it made a unilateral pledge to reduce national CO2 emis-
sions by 25 per cent from 1990 levels by 2005 (Lenschow and Rottmann, 2005: 8). To support this goal,
the German government brokered a voluntary agreement with the German car industry, under which ma-
nufacturers unilaterally committed to reduce average CO2 emissions from their new cars by 25 per cent
from 1995 levels by 2005. The core design principle that only average emissions should be encoded in
the policy design was an absolutely critical one for the German manufacturers, who were, as noted abo-
ve, very keen to maintain their ability to produce large premium-priced cars (Gulbrandsen and Christen-
sen, 2014: 506). In exchange for their unilateral commitment, the German government agreed to postpo-
ne the introduction of binding regulation at the national level (ENDS Report, 1995).

Around the same time, other large emitters such as the United Kingdom agreed to reduce their gree-
nhouse gas emissions, having perhaps noted that their emissions were declining because of the recession
(Haigh, 2009: 14.1-2). In December 1994, Environment Ministers tried to raise the ante by asking the
Commission to produce a proposal on car emissions corresponding to a limit of 120g/km by 2005, which
the Commission felt was technically achievable in view of what the German manufacturers had pledged
to achieve. The 1995 COP meeting in Berlin eventually culminated in a hugely important and far-rea-
ching political agreement to negotiate a binding protocol to the UNFCCC (see Chapter 3). However, in
spite of Germany’s offer, the policy design process at EU level remained deadlocked. Nevertheless, by
mid-1995 one particular policy design – a voluntary agreement – began to emerge as the least-opposed
option. The German manufacturers were comfortable with the idea – having already signed a similar
agreement at the national level – as were other powerful industries in the German automotive sector (vo-
luntarism being a well-developed practice in German environmental policy; see Wurzel et al., 2013). Si-
gnificantly, similar collaborative approaches were being trialled at EU level (Friedrich et al., 2000), after
many years of long and ‘highly divisive’ battles to agree car emission standards in the Auto-Oil process
(Wurzel, 2002: 134). Voluntarism also fitted with a wider trend to experiment with new environmental
policy instruments at EU level, chiefly to overcome the implementation problems that had long bedevil-
led regulatory approaches (Wurzel et al., 2013). DG Environment’s instinctive preference was still for
some form of fiscal measure such as a tax, but political support for that option in the Council of Mini-
sters and in other Commission DGs was not sufficient to overcome the unanimity rule. DG Industry
maintained that a voluntary agreement would be more likely than a regulation to facilitate the sector’s
ongoing attempts to improve its global competitiveness.

So, in 1995, DG Environment seized the window of opportunity to act that Germany had opened up
at EU level, launching a strategy on CO2 emissions from new cars, which it described as a ‘special con-



cern’ in the EU’s fight against climate change (COM (95) 689: 2). In the strategy, the Commission
sought to settle, once and for all, the matter of policy instrument selection. The proposal advanced a
four-pronged approach:

1. A voluntary agreement with car manufacturers, which was eventually adopted as Recommenda-
tion 1999/125/EC. Although the Commission claimed that 120g/km by 2005 was technically achie-
vable, it proposed extending the deadline to 2008 to give producers enough time to produce vehicles
that were sufficiently affordable. It also suggested that 140g/km was a more feasible target than
120g/km, around 10 per cent of which could be achieved by the other three elements of the package.

2. A directive on car labelling to encourage greener purchasing (eventually adopted as Directive
1999/94/EC).

3. A decision to monitor the voluntary agreement (adopted as Decision 1753/2000/EC; see Gul-
brandsen and Christensen, 2014: 510).

4. A directive to stimulate green purchasing through fiscal incentive schemes at the national level
(which, as noted in Chapter 3, ran into fierce opposition and was never adopted).

Elements 1 and 3 were mostly targeted at the supply side, whereas elements 2 and 4 addressed the de-
mand side.

To sum up, the coalition supporting the voluntary agreement (essentially Germany plus DG Envi-
ronment) was small but strong enough to veto any alternative policy design option. As far as many envi-
ronmental groups were concerned, a voluntary agreement was not their preferred approach, but it had the
practical advantage that it could at least be adopted. However, they remained suspicious, believing that
the experience of using voluntary agreements successfully at the national level was too limited to replica-
te them at EU level. Experience suggested that agreements were usually not stringent enough and tended
to institutionalise incremental technological development (Rennings et al., 1997). Meanwhile, the Eu-
ropean Parliament – historically the EU’s greenest institution – remained implacably opposed to using
voluntary agreements. However, under the prevailing decision-making procedure, it was effectively ex-
cluded from the design process and so struggled to make its voice heard. These disagreements, many of
them long running, quickly resurfaced once policy designers began to discuss the calibration of the
agreement, including relevant policy durability and flexibility devices.

Policy Instrument Calibration

In its 1995 strategy, the Commission accepted that Environment Ministers were correct to assume that
120g/km was technically feasible to achieve by 2005 (Haigh, 2009: 14.8-3; COM (1998) 495: 2). It was
supported by non-car producing countries such as Denmark and the Netherlands. But France and Germa-
ny insisted on more flexibility, pushing for the deadline to be put back to 2010. In 1996, the Commission



established an internal working group to bridge these differences, which included DG Environment, DG
Industry, and ACEA. None of the other parties – including the Parliament and the Member States – were
invited (Keay-Bright, 2000: 21). However, ACEA continued to argue in the working group that a reduc-
tion of around 120g/km was ‘unrealistic’ (Haigh, 2009: 14.8-4), and instead offered to go to 167g/km by
2005 or, at the latest, 2010. This equated to a 9 per cent cut in average emissions rather than the 25 per
cent reduction sought by the Commission and some national Environment Ministers. In their June 1996
meeting, Ministers broadly endorsed the Commission’s proposed policy design, but given the number of
dissenting voices in the room, had to settle for an ‘uncomfortable compromise’ on some of the fine detail
(ENDS Report, 1996), namely a durability device (the 120g/km target) that had an important caveat:
‘should it appear that it is not possible fully to achieve the [120g/km] objective by 2005, the phasing
could be extended, but in no case beyond 2010’ (in ten Brink, 2010: 182). At a stroke, Ministers effecti-
vely introduced a flexibility device (an extended timeframe) into the design process, which differed to the
one they themselves had adopted just eighteen months before. But the Council also insisted on the inser-
tion of a relational contract (a type of flexibility device): if the agreement proved to be ineffective, the
Commission should immediately examine new policy instruments including, crucially, binding
regulations.

Ministers were keen to finalise the deal and urged the Commission to sign the amended text without
further delay. However, other participants remained deeply concerned about what the EU was doing. En-
vironmental groups were worried that the Commission was being put under political pressure to adopt
something too quickly, and should dig in and use regulatory instruments to push the car manufacturers to
go much further and faster (Keay-Bright, 2000: 20), in effect forcing technological transformations in the
sector. They pointed to the fact that there would be no specific restrictions on the use of diesel engines
(the drop-in technology favoured by many manufacturers, especially German ones). Fearing competitive-
ness pressures, ACEA argued that importers from Korea and Japan should adopt equivalent measures –
committing the Commission to years of additional design work. As a condition for signing the agree-
ment, it also insisted that oil producers should be required to deliver sufficient quantities of the relevant
(low-sulphur) fuel (Keay-Bright, 2000: 44). The Parliament was equally concerned about the lack of
more stringent, long-term targets and questioned the legitimacy of the process that the Commission ap-
peared intent on following (there was, after all, no reference to voluntary agreements in the EU
Treaties).1

Frustrated at the lack of progress, in late 1997 the then Environment Commissioner, Ritt Bjerre-
gaard, threatened to table legislative proposals (Haigh, 2009 14.8-4). However, ACEA maintained that it
was not feasible to achieve 120g/km by 2005 as it would ‘would imply [a] radical downsizing of the
whole fleet with cars that would neither be affordable nor meet the requirements of most car users’ (quo-
ted in Keay-Bright, 2000: 24). Bjerregaard was, however, fortuitously assisted by the earlier decision of



the Heads of State (in December 1997) to sign the Kyoto Protocol, which committed the EU to making
an 8 per cent reduction in its emissions from 1990 levels by 2008–2012. Until that point, the EU had
only ever made a political commitment to stabilise its emissions.

This change in the broader, policy programme goals gave the design process the impetus that DG
Environment had long been seeking. Discussions suddenly moved up to a higher political level in the
Commission, to the Commissioners of DG Industry and DG Environment (Bangemann and Bjerregaard
respectively) and Bernd Pischetsrieder, the CEO of BMW and the chair of ACEA (Keay-Bright, 2000:
25). Pischetsrieder had the experience of the German voluntary agreement to draw upon; he was eager to
end the stalemate and strike a deal on behalf of ACEA that secured a greater degree of predictability for
its members. In March 1998, ACEA slightly modified its position, announcing that it was prepared to
commit to reaching 140g/km, but only over a somewhat longer timespan (by 2008, not 2005) and with
all the pre-conditions outlined above, e.g. adequate provision of low-sulphur fuel, no specific targeting of
diesel engines (ENDS Report, 1998; Bongaerts, 1999: 102, 41). All references to the original, more strin-
gent durability device sought by the Commission – the policy instrument-level target of 120g/km – were
removed from the draft agreement. Instead, ACEA merely restated the earlier offer made by some of its
members to make available an unspecified number of cars that could, in theory, achieve the stricter target
by 2000.

At first blush, the policy design that was eventually adopted at the high political level seemed to sa-
tisfy all of ACEA’s key demands. At the March 1998 Environment Council, Ministers even praised
ACEA’s generosity, saying that the text provided a ‘good basis for negotiation’ (ENDS Report, 1998).
But Denmark was amongst a number of Member States that disagreed and called upon the Commission
to commence the drafting of a proposal for legislation in case the individual car producers failed to fulfil
their obligations (Haigh, 2009: 14.8-4). This demand failed to generate sufficient political backing in the
Council of Ministers, but Environment Ministers did agree that an interim target should be incorporated
into the text of the agreement (see Chapter 3). The Ministers’ final communique thus requested the Com-
mission to explore the scope for inserting a flexibility device – an intermediate, time-specific target – to
ensure that the emissions reductions remained on track (ENDS Report, 1998).

But even then, the saga continued. Another year passed before the agreement was finally signed and
sealed by the main parties. There were two reasons for the additional delay. First, the Auto-Oil discus-
sions with oil companies on fuel quality took more time to be concluded than expected (in June 1998).
Second, ACEA presented its offer to the Commission in the form of a written letter, but the Commission
had to formally reciprocate (COM (1998) 495), which took time to work its way through the EU’s offi-
cial policy design process. Eventually, in February 1999, the text of the agreement was published in the
form of a Recommendation, a full decade after the historic Joint Council meeting in 1990, and no less



than 1,144 days after the Commission had originally tabled its proposal. By some margin, this was the
longest adoption period of any of the fifteen policy instrument changes covered in this book.

Reactions to the Policy Design

In public, the Commission professed to being pleased with the agreement, claiming it would be the first
of many to be struck with large industrial sectors (Matt, 2012: 150). It maintained that the agreement
‘correspond[ed] to the Council’s expectations [in 1996, i.e. 120g/km by 2005] and the Commission’s
own original objectives [i.e. 140g/km by 2005]’ (COM (1998) 495: 2). But many others emphatically di-
sagreed (Taschner, 1998). The European Environmental Bureau condemned it as ‘technically unambi-
tious’ and maintained that a ‘far more ambitious target could have been set’ (Keay-Bright, 2000: 27, 52).
It claimed that the failure to insert durability devices into the final policy design left it lacking substanti-
ve content. Crucially, one of the most critical design issues of all remained open – namely, how the bur-
den of compliance would be shared amongst the ACEA members (Volpi and Singer, 2002: 151). WWF
maintained that the agreement conspicuously failed to comply with the Commission’s own best practice
guidelines on voluntary agreements and predicted that the reductions in fuel efficiency would slow down
as the economy strengthened and consumers purchased larger, SUV-type vehicles (Volpi and Singer,
2002: 145). Ministers representing non-car producing Member States expressed similar doubts. The Da-
nish Environment Minister, for example, repeated his call for the Commission to commence drafting a
legislative proposal (Haigh, 2009: 14.8-4), but yet again this failed to generate sufficient political
backing.

7.3 The Implementation of the Voluntary Agreement
In principle, the emissions reductions that ACEA had committed to could have been delivered via a num-
ber of different means, ranging from new engine technologies and fuels (e.g. electricity or hydrogen fuel
cells), through to incremental adjustments in vehicle weight and engine size, vehicle shape (more aero-
dynamic) and tyre design (e.g. the use of low-friction variants). Environmentalists believed that regula-
tion would provide the most stringent and durable means of determining what the manufacturers should
do. But the manufacturers were adamant that the market was too dynamic and competitive for the exact
mix amongst these measures to be known in advance and codified in legislation. From the outset, ACEA
therefore repeatedly argued that the Commission should employ what it termed a more hands off or
‘technologically neutral’ approach that allowed ‘markets [to] decide’ (Bongaerts, 1999: 103) rather than
legislators in Brussels.

In the late 1990s and early 2000s, exogenous conditions facilitated implementation. When world oil
prices rose, car buyers responded by opting to purchase fewer and, in general, slightly smaller and/or die-



sel-fuelled cars, which generally produced fewer greenhouse gases (Matt, 2012: 174). Partly as a result,
initially the European, Korean and Japanese producers made good progress in delivering emission reduc-
tions (ENDS Report, 2004). In fact, European manufacturers managed to reach the indicative target of
165–173g/km several years ahead of schedule (Matt, 2012: 180–181). Nonetheless, environmental
groups remained unconvinced, believing that the delivery of the more demanding 140g/km by 2008 tar-
get should not be taken for granted. The way in which the agreement was designed certainly did not help
them apply pressure, because it did not reveal why the reductions were being achieved. Were they due to
‘the market’, namely changing buying habits (e.g. for smaller cars), to the use of drop-in technologies
such as diesel engines or to the existence of other policy instruments such as car labelling (ten Brink,
2010: 183)? Or was it because of national fuel taxes (which some Member States were increasing; see
ten Brink, 2010: 186)? The monitoring information collected by ACEA members and handed over to the
Commission made it difficult for the environmental groups and the Commission to evaluate what was
going on.

In the early 2000s, exogenous conditions changed. Emission reductions began to plateau as econo-
mic growth returned in the Eurozone and, as environmental groups had warned, consumers promptly
purchased larger and more polluting vehicles (Oosterhuis, 2006: 16). For most (but not all) car produ-
cers, such vehicles enjoyed bigger price premiums and represented a more profitable segment of the car
market. Consequently, throughout much of the lifetime of the agreement, the average weight, engine po-
wer and size of the new cars sold in the EU steadily increased (COM (2010) 655). Had the economy not
expanded and/or the agreement limited their production, ACEA would probably have reached its emis-
sion reduction target on, or even ahead, of schedule. As it was, the headline targets were missed (see
Chapter 4). Environmental groups furiously accused the manufacturers of deliberately sabotaging the
agreement by actively stimulating the demand for larger vehicles by devoting more of their advertising
budgets to the more profitable SUV-style variants (Matt, 2012: 177–178). In turn, the producers (again)
claimed that EU regulations governing local air quality and consumer safety had adversely affected their
emission-reduction efforts,2 and that the voluntary/technology-neutral approach should be retained (Gul-
brandsen and Christensen, 2014: 512). In 2006, the blame-game took a slightly bizarre turn when ACEA
claimed that the voluntary approach would only work if environmental groups persuaded their supporters
to purchase smaller and more fuel-efficient cars (Matt, 2012).

Although average emissions did decline in the second half of the time period covered by the agree-
ment (Matt, 2012: 183),3 by 2008 the average still stood at 153g/km, a significant decline of 14 per cent
but still well short of the 140g/km target. Once again, the design of the agreement came under critical
scrutiny, as it only required the Commission to collect and publish industry-wide data on emissions. Al-
though manufacturer-specific data was collected by ACEA and transmitted to the Commission as part of
the monitoring Decision (see Section 7.2), the car companies claimed it was commercially sensitive and
strongly opposed any attempt to release it to the public (Gulbrandsen and Christensen, 2014: 510). Envi-



ronmental groups in turn countered that the absence of information made it very difficult to evaluate the
overall performance of the agreement or hold individual manufacturers to account.

In response, groups such as Transport and Environment (T&E) adapted their tactics and began to
exploit EU public access to information laws to obtain more detailed data, which they used to name and
shame individual producers (ten Brink, 2010: 185). Starting in 2006, T&E published the first of what be-
came an annual ‘name and shame’ report on emission trends across the industry. These confirmed what
critics of the agreement had long suspected: hiding behind the average fleet emissions were significant
inter-manufacturer and inter-country differences. Italian and French manufacturers specialising in smal-
ler vehicles (FIAT and PSA, for example, which were the only two manufacturers to meet the 140g/km
target) performed significantly better than German producers such as Daimler, Porsche and BMW spe-
cialising in much larger and/or faster vehicles.4 In other words, the policy durability devices in the agree-
ment were failing to prevent free-riding (Matt, 2012: 183–185). To give a flavour of the extent of the dif-
ferences, in 2006 the average new car sold in Portugal emitted 144g/km, whereas in Sweden it emitted
187g/km (COM (2007) 856: 9). Evidently, the design of the agreement could not cope with such signifi-
cant variations or, indeed, the fact that emissions were by then rising across the whole sector. A signifi-
cant point was reached in 2004, when some ACEA members (including some of the German producers
who specialised in mid-range cars) began to openly question the efficacy of voluntary agreements. They
lobbied their governments for new policy designs, such as market-based instruments, that could respond
more dynamically if emissions rose. However, ACEA remained more or less united on the unviability of
regulatory approaches, such as those prevailing in the US, claiming that they threatened their internatio-
nal competitiveness (Wurzel et al., 2013).

7.4 Policy Feedback and Policy Instrument Redesign
The Commission’s annual monitoring report in 2006 revealed that average emissions were 163g/km and
thus well in excess of the 140g/km target. It concluded that ‘major additional efforts’ were needed to get
things back on track (SEC (2006) 1078; Haigh, 2009: 14.8-6). The data published in 2007 finally confir-
med what many environmental groups had long expected:

The voluntary approach has delivered a solid CO2 reduction but has not been as successful as hoped.
Given the slower than expected progress to date, the 120g CO2/km target will not be met by 2012 without
additional measures

(MEMO/07/597).

These ‘additional measures’ included the long-awaited proposal for a binding EU regulation on car emis-
sions, which the Commission eventually published on 19 December 2007 (COM (2007) 856), following



more internal disagreements. Its proposal suggested that producers should be compelled to cut CO2 emis-
sions from new passenger cars to 130g/km by 2012 (COM (2007) 19). Although this new target would
be stipulated in the regulation, the producers could rely upon a range of so-called complementary measu-
res – e.g. tyre pressure monitoring devices and gear shift indicators to promote eco-driving, better consu-
mer information and traffic management, and, interestingly, biofuels (see Chapter 5) – to deliver the re-
maining 10g/km and thus reach 120g/km (Haigh, 2009: 14.8-8). And crucially, for the first time, the
Commission proposed a more stringent policy durability device – a longer term ‘aim’ of achieving
95g/km – with a new deadline (2020). Such an aim had been repeatedly demanded by Members of the
European Parliament (MEPs), equating to a 30 per cent reduction from 2011 levels of 135.7g/km (ten
Brink, 2010: 195). They felt that it would reshape long-term expectations if the whole sector was much
clearer about the intended, long-term direction of travel. The industry referred to the design of the new
regulation as a more ‘integrated approach’ (Gulbrandsen and Christensen, 2014: 512), somewhat distinct
from the voluntary approach enshrined in the agreement (COM (2007) 856: 2; Matt, 2012: 189–193).

The design of the 2007 proposal had been directly informed by four interconnecting policy debates.
The first centred on what target manufacturers should eventually be asked to deliver. This debate had
been informed by the findings of the ex post evaluation of the agreement that ACEA had offered to pro-
duce. Published in December 2003, it claimed that while it was technologically possible to fulfil the
120g/km target by 2012, the costs of doing so would be ‘prohibitive’ and would have a negative impact
on the Eurozone economy (COM (2005) 269: Article 5). Instead of 120g/km, a reduction of up to
133g/km by 2012 would be more feasible (ibid). Environmental groups complained that 130g/km was
patently unambitious and insisted that the manufacturers could easily achieve 120g/km by 2010 (EEB
and T&E, 2004).

The second debate concerned the choice of policy instrument(s). Within the Commission, DG Envi-
ronment had been preparing for the failure of the agreement since at least 2002, commissioning feasibili-
ty studies of a variety of alternative instruments including taxes, emissions trading and regulation (ten
Brink, 2010: 189–191). On this matter, the various policy actors remained in broadly the same coalitions
as they had when the agreement was first designed. Thus, DG Environment generally favoured regula-
tion (Matt, 2012: 194), whereas the Directorate-General for Enterprise (DG Enterprise) preferred
ACEA’s integrated approach coupled to some form of emissions trading. The idea of adopting harmoni-
sing national taxes to reflect a given car’s CO2 emissions was opposed by several Member States inclu-
ding the United Kingdom (Haigh, 2009: 14.8-8). Meanwhile, manufacturers of the smaller vehicles were
considerably keener on regulation than those that produced larger ones. Finally, environmental groups
were even more determined that the EU should do what it had conspicuously failed to do in the 1990s
and adopt strict regulations to force more radical technological innovations (Matt, 2012: 190).



The third debate related to the EU’s broader, policy programme-level emission reduction goals. As
noted above, a new policy driver emerged in 2005 when the Kyoto Protocol entered into force; for the
first time, it committed the EU to deliver emission reductions (as opposed to stabilising emissions). In
2007, the Heads of State agreed that in order to meet the EU’s new policy programme-level target of a 20
per cent reduction in emissions by 2020, sectors in which emissions were not falling fast enough or were,
as in the case of transport, still rising, should do more (COM (2007) 757: 5, 8). In time, this debate direc-
tly informed the design of the component parts of the 2020 Climate and Energy Package (for details, see
Chapter 3). The new proposal on car emissions was eventually incorporated into this larger package of
policy measures, raising its profile within the EU institutions and increasing the time pressure on all desi-
gners to ensure that it was adopted alongside all the other component parts. Gradually, it appeared that
transport was beginning to lose its hard-won status as a ‘special’ (or, in emissions terms, ‘anomalous’)
sector.

The final debate concerned the economic competitiveness of the car sector in the context of rising
political demands for more stringent environmental standards. The sector had historically been a cyclical
part of the European economy, prone to suffer from significant periods of over-production. As climate
change began to rise up the political agenda, uncomfortable questions began to be asked. Should it be
treated as a malign threat to the viability of the sector? Or as an opportunity to address some of its under-
lying weaknesses, enabling it to compete more successfully in lucrative international markets such as the
US, where many German producers had been planning to expand for some time? In January 2005, the
Commissioner of DG Enterprise, Gunter Verheugen, launched the Competitive Automotive Regulatory
System for the 21st Century (CARS 21) High Level Group to arrive at sector-wide answers and report
back to him. Operating somewhat in parallel to DG Environment’s efforts to draw the sector into the se-
cond phase of its own road-mapping process (the European Climate Change Programme (ECCP) – see
Chapter 3), CARS 21 was dominated by industry and Commission representatives, with minimal input
from environmental groups (Gulbrandsen and Christensen, 2014: 511). It incubated and became a strong
advocate of ACEA’s proposed ‘integrated approach’ (ten Brink, 2010: 194; Matt, 2012: 192). In general,
CARS 21 mainly focused on how to meet the 2012 targets at lowest cost (to the manufacturers). In con-
trast, environmental groups continued to argue for more stringent durability devices (e.g. targets as low
as 80g/km by 2020; see Matt, 2012: 192).

As these four debates coalesced, they generated a great deal of internal conflict within the Commis-
sion, forcing the then Commission President Barroso to step in and impose a policy solution (Gulbrand-
sen and Christensen, 2014: 512). The resulting Commission strategy was eventually published on 7 Fe-
bruary 2007 (COM (2007) 19). Although its declared purpose was only to identify options and canvas
opinions, it laid out a number of defining elements that eventually formed the basis of the 2009 Regula-
tion. These were the overall target (120g/km), the additional 10g/km delivered by complementary mea-



sures (under ACEA’s integrated approach – see above), and the longer-term target of 95g/km by 2020.
Its publication gave environmentalists the high-level political commitment to regulation that they had
long sought, and that even a few years before had been successfully opposed by ACEA. But the inclu-
sion of the integrated approach in the strategy ‘can be seen on the one hand as a necessary compromise
to achieve [that] legislative outcome, and on the other hand as a major lobbying victory for the industry’
(ten Brink, 2010: 194). After all, the 120g/km target had been demanded by some EU institutions as long
ago as 1994 (see Section 7.2). Nonetheless, the balance of power within the policy design process did
appear to be finally moving in the direction of the environmentalists.

During the next six months, the main target groups sought to shape the Commission’s thinking as it
drafted a formal legislative proposal. When this was eventually published on 19 December 2007, it trig-
gered fairly predictable opposition from some Member States (notably France and Germany) that sought
to lobby on behalf of their manufacturers for a raft of delays, exemptions and concessions which are de-
scribed in the next section (Gulbrandsen and Christensen, 2014: 513). After it had been published, lobby-
ing efforts shifted from the Commission to national governments and MEPs, who were expected to have
a much greater say over the final outcome than the design of the voluntary agreement.5 As the policy de-
sign process inched forwards, car producers were, however, still able to exploit the onset of the financial
crisis (in 2008) to push for more concessions and additional policy supports (e.g. vehicle scrappage sche-
mes at national level to promote the sale of new cars; European Investment Bank loans at preferential ra-
tes to fund industry restructuring). Without these, German manufacturers said they risked a near certain
‘wipe out’ (Gulbrandsen and Christensen, 2014: 513).

The design of the new Regulation (443/2009), which was informally agreed in December 2008,
contained a number of important limitations to the durability devices originally suggested by the Com-
mission, principally to secure the agreement of the German and French governments. The positions of
these two countries were so important – but also so divergent – that the Regulation could not be adopted
until their leaders, Angela Merkel and Nicolas Sarkozy respectively, had struck a high-level political bar-
gain (Gulbrandsen and Christensen, 2014: 517). Although it was much more involved in the final bargai-
ning that it had been in the late 1990s, the European Parliament still found itself rather hamstrung. Not
only did the other EU institutions put it under significant time pressure to endorse the proposal in time
for the next big UNFCCC meeting in Poznan in late 2008 (at which the EU hoped to lead by example),
there were also internal disagreements between its environment (Committee on the Environment, Public
Health and Food Safety [ENVI]) and industry committees (Committee on Industry, Research and Energy
[ITRE]) (Gulbrandsen and Christensen, 2014: 517). The ENVI committee held the lead role and its ini-
tial report was largely in line with the Commission’s proposal (Burns, 2013: 996). However, it had to
take into account the ITRE committee’s position, which called for a phased approach to meeting the
120g/km target (Burns, 2013: 996–997; see also ten Brink, 2010: 198). The Parliament and Council



eventually struck a deal on the proposal on 17 December 2008 along with the other parts of the 2020 Cli-
mate and Energy Package. It was formally adopted in early 2009, 492 days after the Commission issued
its proposals – a considerably shorter period of time than the 1,144 days it had taken to adopt the volun-
tary agreement. The Regulation has been accurately described as a ‘milestone’ in the policy instrument
sequence that was playing out in the sector (see Table 4.1), developing from no policy, to voluntary and
then finally regulatory action (Gulbrandsen and Christensen, 2014: 504).

7.5 A New Policy Design
The best way to appreciate the main differences between the 1999 voluntary agreement and the 2009 Re-
gulation, is to compare their respective designs. At first sight, the Regulation’s headline target of
130g/km by 2012 was only slightly more stringent than the respective headline target (140g/km) in the
voluntary agreement. Yet the design of the Regulation – at least compared to the form in which it was
originally proposed by the Commission in December 2007 – was very different. In particular, the policy
durability devices in the December 2007 proposal were greater in number and much stronger in their in-
tended effect. For example, instead of one overall target, there would be average targets for each manu-
facturer, principally to overcome the free-rider problems that had afflicted the voluntary agreement.6 The
proposal also mentioned the European Parliament’s insistence on a long-term aim (i.e. not a legally bin-
ding target) of achieving 95g/km by 2020. This was a goal that environmental groups and some MEPs
had long advocated. And finally, the most significant indication that policy designers had adopted a more
coercive approach was that the Regulation permitted the Commission to levy a fine on manufacturers
that exceeded their targets.7 These fines were designed to rise automatically to €95 per g/km exceeded
for every car sold in the EU in 2015 (Haigh, 2009: 14.8-6). Given this formulation, if the Regulation was
as poorly implemented as the voluntary agreement, manufacturers would be hit by fines running into
many hundreds of millions of Euros.

Of course, during the subsequent policy design process, many of these design elements were whit-
tled away and/or replaced with alternatives. For example, the 130g/km target was redesigned to phase in
gradually rather than start abruptly in 2012 (ten Brink, 2010: 197); and it only covered 65 per cent of the
total fleet by 2012, rising automatically via a series of intervening steps to 100 per cent by 2015 (Haigh,
2009: 14.8-9).8 Second, the targets were further differentiated by vehicle weight using a design measure
known as the limit value curve. Born of discussions in the CARS 21 process, this curve was drawn in
such a way as to allow manufacturers of the heavier (and generally more polluting) cars to continue pro-
ducing them, so long as they also produced smaller and less polluting cars (de Wilde and Kroon, 2013:
10). Not surprisingly, during the design process its precise slope became the focus of animated discus-
sion between the various manufacturers (Hey, 2010: 214). Third, numerous other changes were made to



allow particular manufacturers to continue producing the very largest vehicles (Bulleid, 2011). For exam-
ple, they could claim ‘super credits’ for low emission cars9 to lower their average fleet emissions (via the
limit value curve).10 Fourth, fines were reduced until 2019 for carmakers that narrowly missed their
emission targets (ten Brink, 2010: 195). Only in 2019 would the maximum fine of €95 kick in (ten
Brink, 2010: 200). In order to avoid perversely incentivising strict enforcement, ACEA convinced the
Commission that any fines should go into the general EU budget, rather than its own coffers (ten Brink,
2010: 196).

Finally, and in the only example of legislative tightening during the entire design process, the target
of 95g/km by 2020 was not merely retained but linked to a time-specific flexibility clause. This obliged
the Commission to complete a review of the ‘modalities for reaching’ the 2020 target by 1 January 2013
(see Article 13 (5)). ‘If appropriate’ the Commission was mandated to propose an amendment to the Re-
gulation. At the time, critics suspected that this particular flexibility clause would ‘open […] the door’ to
‘additional lobbying and negotiations’, rather than legislative tightening (ten Brink, 2010: 200). Nonethe-
less, the policy sequence did appear to have shifted decisively towards regulation, because the relational
contract in the Regulation only tasked the Commission to investigate regulatory policy alternatives.

ACEA claimed that the new regulation would allow its members to adjust their production cycles to
cope with ‘largely unpredictable factors including consumer preferences, market trends, economic deve-
lopments and legal requirements in different fields’ (ACEA, 2008). But environmental groups condem-
ned the final text as a ‘poor compromise’ (ten Brink, 2010: 198). T&E claimed that, yet again, it was the
same old ‘story of special interests in industry and national governments preserving the status quo’
(ENDS Europe, 2008b). In practice, it was a hard-won compromise. It was only by deferring agreement
on future technological steps to the comitology process (Gulbrandsen and Christensen, 2014: 5201) that
the French Presidency managed to broker a last- minute deal with the other EU institutions that allowed
the EU to table more stringent policy programme-level targets at the UNFCCC meeting in Poznan. In
truth, both sides had compromised to some extent. The car makers were forced to accept a more coercive
approach grounded in regulation, linked to more transparent reporting (in Article 8) and underpinned by
the threat of fines. But they also secured a number of significant concessions. By contrast, environmenta-
lists finally secured the regulatory approach and longer-term target that they had long advocated, but had
been forced to accept a less stringent interim target (130g/km instead of 120g/km) linked to a raft of off-
setting measures such as pooling and super-credits of unknown efficacy. However, the flexibility clause
in Article 13 gave DG Environment an opportunity to maintain pressure on the manufacturers.

7.6 The Implementation of the 2009 Regulation



In the years immediately after adoption in 2009, average emissions declined steeply to 132g/km in 2012.
This was well below the 140g/km level that the voluntary agreement was supposed to have achieved by
2008, and just slightly above the 2015 target contained in the 2009 Regulation. The full data, when it was
published by the EEA, indicated that the manufacturers were comfortably on course to comply with the
2015 target of 130g/km and were making good progress to achieve the 2020 target of 95g/km (Salvidge,
2012). In the event, Peugeot, Toyota and FIAT (companies that dominated the market in small cars) met
the 2015 target four years ahead of schedule (T&E, 2012: 3) and the rest complied two years later in
2013 (EEA, 2016: 15). Manufacturers were quick to claim that their opposition to stricter standards du-
ring the design process had been vindicated: economic circumstances had unexpectedly changed, and
this is what had facilitated faster compliance.11 But, unsurprisingly, environmental groups arrived at pre-
cisely the opposite conclusion: regulation had finally been allowed to demonstrate its potential, emis-
sions having declined three times faster after its adoption than before it (T&E, 2012: 14). They argued
that this powerfully confirmed their long-held belief that the only sure route to deep decarbonisation was
via a clear and firm regulatory approach. According to Jos Dings of T&E:

The EU needs to learn lessons from this. When it comes to future targets […] industry cost estimates
should be taken with an SUV-sized pinch of salt.

(quoted in ENDS Report, 2012a)

7.7 Policy Feedback and Policy Instrument Redesign
As noted above, the 2009 Regulation contained two parts: (1) one concerning the definition of targets
and modalities and (2) another determining the operation of those modalities (COM (2012) 393: 2).12

But when the Commission commenced work on the second part in 2011 (via a review of the 2009 Regu-
lation), several key performance indicators were beginning to head in the wrong direction. Thus, in spite
of the reductions in emissions from smaller cars and a sharp decline in the total number of new cars sold
(in 2012, sales dropped to their lowest level since 1995; see Keating, 2012c), emissions from the entire
transport sector were still rising, as people opted to drive further each year (Le Goff, 2011). After 2008,
emissions from freight transport (vans and lorries, etc.) declined, but car usage hardly dropped at all in
spite of the financial crisis (EEA, 2011c). In fact, in the thirteen poorer Member States that joined the EU
starting in 2004, transport demand outstripped the rate of economic growth (EEA, 2013: 8). By the late
2000s, it had become increasingly obvious that the manufacturers’ long-term strategy, which pre-dated
even the voluntary agreement, to ‘dieselise’ the European car fleet to attain CO2 reduction targets, was
also exacerbating local air pollution problems. By the early 2010s, concentrations of nitrogen oxides and
particulate matter in many European cities were regularly breaching relevant World Health Organisation
and EU standards (EEA, 2013: 8).



A White Paper published by the Commission in 2011 (COM (2011) 144) maintained that emissions
from transport should decrease by at least 60 per cent from 1990 levels by 2050 to remain consistent
with the sector’s share of the EU’s long-term target to achieve an 80–95 per cent reduction by 2050 (Le
Goff, 2011; EEA, 2013: 6). However, once the Commission started to translate this line of thinking into
amendments to the 2009 Regulation to extend its timeframe to 2030, old political battles resurfaced, of-
ten in an even more accentuated form than before. The German manufacturers, whose sales of luxury
brands had held up relatively well during the recession, were determined to retain the existing limit value
curve. They were especially wary of the ‘by 2020’ target of 95g/km, which was fast approaching. On the
other hand, the French and Italian manufacturers had seen their sales plummet since 2008, but now re-
garded the re-writing of the 2009 Regulation as a political opportunity to produce and sell more of their
smaller and less polluting vehicles. For a while, the divisions between the manufacturers prevented
ACEA from arriving at a common position (Keating, 2012a, 2012b). As before, environmental groups
such as T&E wanted the Commission to propose a tougher 2020 target of around 80g/km, insert an inte-
rim target of 60g/km for 2025, and introduce a new way of measuring car size to prevent further increa-
ses in vehicle weight that had done so much to undermine the voluntary agreement. They claimed that
these policy designs (especially the extended timeframe through to 2030) were needed to spur greater in-
dustry competitiveness by keeping pace with new regulatory developments in Japan and California (Kea-
ting, 2012c).

An online consultation undertaken by the Commission confirmed that views were indeed ‘highly
divided’ on whether the 2009 Regulation was performing satisfactorily (COM (2012) 393: 3). At a stake-
holder meeting held in December 2011, environmental groups called for stricter targets (COM (2012)
393: 3) and claimed that compliance costs were far lower than ACEA had originally predicted in
2007–2008. From a policy feedback perspective, it was notable that new interest groups were beginning
to make their presence felt. For example, the European aluminium trade body, European Aluminium, ar-
gued that weight-based targets gave manufacturers little incentive to use its members’ products to make
their cars lighter and less polluting (Salvidge, 2012).

7.8 Reaching the 2020 Target: The 2014 Cars Regulation
When, on 11 July 2012, the Commission finally published a proposal on new ‘modalities for reaching’
the 95g/km target (COM (2012) 393), some six months ahead of the January 2013 deadline specified in
the 2009 Regulation, it became clearer how it intended to respond to these debates (Keating, 2012b).
Thus, the German manufacturers were pleased to note that it preserved both the 95g/km by 2020 target
and the existing limit value curve. During inter-institutional negotiations, the European Parliament had
tried (but failed) to insert a considerably tougher durability device: an interim target of 68–75g/km by



2025 (Simkins, 2013). But as with the biofuels and emissions trading cases, it also became clear that the
Commission had bridged some of the differences by inserting very detailed changes into the instrument’s
design, such as rules on how to calculate vehicle weights or how many ‘super credits’ to award manufac-
turers of particular types of electric vehicle (European Voice, 2012). In June 2013, the Council and the
Parliament struck a deal which allowed car makers to ‘double count’ cars with low emissions (defined as
below 50g/km) towards their targets in 2020. Much to the frustration of the environmental groups and
some MEPs, a decision on the vexed issue of post-2020 targets was again deferred; the text of Article 13
(5) was simply amended to require the Commission to perform another review by 31 December 2015
with a view to proposing a new target and extending the timeframe ‘to 2030’. Again, this came with the
caveat that the proposals should be ‘as neutral as possible from the point of view of competition and […]
socially equitable and sustainable’.

Normally, Heads of State rubber stamp technical deals hammered out in sectoral formations of the
Council of Ministers. But on this occasion, the deal was unexpectedly blocked at a late stage by the Ger-
man Chancellor Angela Merkel, who in the run up to federal elections had reportedly come under intense
pressure from German manufacturers to expand the super credit scheme (Keating, 2013a). In what one
respected EU newspaper described as a ‘highly unusual move’ (Keating, 2013b), she sought to build a
blocking coalition with Central and Eastern European Member States, whose car industries were closely
tied to her own. Later, it was revealed that Merkel’s CDU party had received campaign donations from
the family that owned BMW (Keating, 2013e).

At the Environment Council in October 2013, the blocking coalition was revealed to include Po-
land, Hungary, Slovakia, Estonia and Portugal, as well as the United Kingdom and Germany (Keating,
2013b). The French and Italian governments tried to push through the original deal, fearing that any ex-
tra modifications would give German manufacturers a competitive advantage. The pressure on the Parlia-
ment to acquiesce to Merkel’s demands became intense. MEPs realised that if they did not back down,
the entire dossier risked going back to a second reading which, given that the parliamentary term only
had another six months to run, threatened to delay the adoption of new legislation by months and possi-
bly even years (Keating, 2013d, 2013e). The Lithuanian Presidency eventually came to the rescue, bro-
kering a deal that involved modifying the super credit scheme and the 2020 deadline (Keating, 2013f,
2013g). Under this fresh deal, the deadline for achieving 95g/km (which, recall, had been originally en-
dorsed by the Heads of State as long ago as 2008) was pushed back a year to 2021. The super credit
scheme was also significantly expanded to allow German manufacturers to continue selling large luxury
cars. Greenpeace said the EU was:

… backtracking on earlier agreements to limit the climate damage caused by its cars. [It] has put a few
companies’ business interests before the interests of its citizens and the wider economy.

(quoted in Flynn, 2013e)



According to T&E (2013), the deal implied that the CO2 reduction target for 2020 would relax the ove-
rall target of 95g/km to somewhere around 100g/km. On 25 January 2014, the proposal was finally rati-
fied by a plenary vote in the European Parliament and Regulation 333/2014 was added to the EU statute
book on 5 April 2014, 609 days after being proposed by the Commission.

7.9 Policy Feedback and Policy Instrument Redesign
After the long and painful struggle to adopt the 2014 Regulation, a period of regulatory stability may
have been expected. However, the 2014 Regulation included a flexibility clause, which committed the
Commission to complete an ex post review of post-2020 targets by the end of 2015. In July 2016, the
Commission duly published a European Strategy for Low-Emission Mobility, informed by that review
(COM (2016) 501; Gibson et al., 2015). The new strategy noted that a global shift to low emission mobi-
lity had finally begun ‘but its pace should be accelerated’ so that the sector was ‘firmly on the path to-
wards zero’ emissions (COM (2016) 501: 2).

As before, a number of different factors had converged in a way that increased pressure on the car
manufacturers and their supportive Member States to acquiesce to stricter targets and a new timeframe.
First of all, the new strategy explained that the sector should make a greater contribution to fulfil the new
policy programme-level emission reduction target of a 40 per cent cut by 2030, which the EU had adop-
ted prior to the 2015 Paris Summit (see Chapter 3). Complex reforms of the EU Emissions Trading Sy-
stem were already under way (see Chapter 6) and the Commission explained that it was only fair that
those outside it should do more. Again, transport’s status as a special case was put under greater
pressure.

Second, after meeting the 2015 deadline several years ahead of schedule, the progress in achieving
emission reductions was stalling, leaving the manufacturers well off track to attain the more challenging
target of 95g/km by 2021 (EEA, 2016). Exogenous factors were certainly at work: total car sales rose in
the mid-2010s (Sharham, 2015) as growth returned to the Eurozone, reaching 15 million per year in
2017, the highest level since the financial crisis (EEA, 2018). The popularity of diesels also began to de-
cline and, in 2017, they were overtaken by petrol cars for the first time since emissions data was collec-
ted under the voluntary agreement (EEA, 2018). The sale of electric and hybrids rose 42 per cent in
2017, but still accounted for only 1.5 per cent of total sales (EEA, 2018). It was rather ironic that while
these trends alleviated local air pollution problems in some cities (average NOx emissions from petrol
engines declined significantly after 2000, but hardly fell at all from diesel engines; EEA, 2016: 11, 27),
they made it harder to fulfil climate change targets. This is because diesel cars generally burn fuel more
efficiently than petrol engines and consequently produce less CO2 per kilometre travelled than petrol
cars.13 In 2017, average CO2 emissions from cars actually increased for the first time in over a decade,



with petrol cars surpassing 50 per cent of total sales for the first time (EEA, 2018b). T&E blamed the in-
crease partly on the shift back to petrol and partly on manufacturers selling more of the larger and hea-
vier cars, whilst under-marketing low-emission electric vehicles (Delpero, 2018). If this sales pattern
continues, it could prove to be highly significant, because according to the 2009 Regulation (and its rele-
vant implementing instrument – Decision 2012/100), any manufacturer that exceeds its limits in 2021
will incur significant fines (Campbell, 2017).

Third, to make matters worse, the European car industry found itself under unprecedented public
scrutiny following the revelation in 2015 that Volkswagen, the world’s largest manufacturer of diesel en-
gines, had deliberately cheated on air pollution tests in an attempt to secure a much greater market share
for its diesels in the US market (EEA, 2016: 34; Ewing, 2017). The cheating was originally detected by a
small environmental NGO in the United States, but once US authorities decided to act, the scandal rapid-
ly escalated, drawing in more manufacturers (Roach, 2015; Simkins and Roach, 2015) and pushing what
the previously relatively technical issue of vehicle emission testing up political agendas around the
world. The scandal eventually resulted in the resignation of the company’s CEO, the recall of millions of
its vehicles, massive corporate losses and a raft of extremely costly legal actions in the USA (McGee,
2017). The Dieselgate scandal, as it eventually became known, led to a slew of regulatory inquiries into
the behaviour of the car industry, including suspected cartel behaviour by the German manufacturers
(Toplensky and McGee, 2018). If proven, cartel behaviour could lead to yet more fines (up to 10 per cent
of global revenues on the product in question). Meanwhile, a special inquiry conducted by the European
Parliament called for tighter controls on how new cars were tested and approved for use (European Par-
liament, 2017).

The reputational damage that the scandal exacted on the European car industry raised political
awareness of the negative effects generated by its products (and especially diesel cars). For example, the
EEA revealed that more than 30 per cent of NOx emissions in the EU derive from the road transport sec-
tor (EEA, 2016: 7), causing local air pollution standards to be exceeded in many large European cities.
Armed with this information, activist law groups such as Client Earth used EU air quality standards to
force cities such as Munich (the home of BMW) to institute city-wide bans on the use of diesel cars
(Rojo, 2017a). Meanwhile, countries such as France, which specialise in producing smaller cars, sought
to turn these regulatory developments to their commercial advantage. For example, in 2017 the French
government announced that it intended to completely ban the sale of all new petrol and diesel cars by
2040 (Rojo, 2017b). This pledge, later repeated by the Swedish and UK governments, forced a signifi-
cant shift in the car industry’s climate change strategy, which until that point had been premised on nego-
tiating incremental adjustments to petrol and, in particular, diesel car engine technologies. Finding itself
wrong footed by these developments, the Commission at first sought to defend its incremental strategy
when Elżbieta Bieńkowska, a European Commissioner, cautioned against kneejerk responses such as
city-wide bans in case they undermined the integrity of the single market. She warned against demoni-



sing diesel cars ‘which remain part of our lives and [hence] we must rebuild confidence in this technolo-
gy […] by having new and more reliable tests’ (European Commission, 2017). The EU’s testing regime
was eventually overhauled in 2017.

Towards 2030: The 2019 Cars Regulation

But in DG CLIMA, attempts were being made to draft more policy proposals, nimbly exploiting the fle-
xibility clause in the 2014 Regulation. Immediate reactions to its proposals ran along familiar lines. In
general, manufacturers favoured less ambitious targets for 2030 differentiated according to vehicle mass,
and no requirement to produce very low emissions vehicles. Environmental groups favoured more ambi-
tious targets both for 2025 and 2030, based on a vehicle’s footprint, with an explicit requirement to pro-
duce a certain number of very low emission cars (COM (2017) 676: 6). On 8 November 2017, the Com-
mission published proposals for another regulation (COM (2017) 676). They sought to achieve a 30 per
cent reduction in the CO2 emissions from new cars, with a binding interim target of 15 per cent by 2025
to force the pace of change. These targets were based on a new Light Vehicle Test Procedure, introduced
in September 2017. The rapidly collapsing sales of new diesel vehicles, which some manufacturers had
banked on to comply with previous climate change targets, threatened to make these future targets much
harder to meet, finally forcing all of them to embrace hybrid and electric technologies. Manufacturers
that produced more of these so-called zero- and low-carbon vehicles would henceforth be rewarded with
a less strict CO2 target. However, the Commission stopped short of adopting environmentalists’ demands
to set a mandatory minimum production quota for them. A flexibility clause was included via Article 13,
requiring the Commission to undertake yet another ex post policy evaluation in 2024 and ‘where appro-
priate’ develop a new proposal to amend the regulation. These proposed flexibility devices in effect com-
mitted policy designers to continue updating emissions controls for the foreseeable future.

Once again, the new proposal generated deep divisions in the Environment Council. Governments
representing manufacturers of the small, petrol-powered vehicles (principally Italy, France and Sweden)
demanded a stricter headline reduction goal (up to 40 per cent), whereas Slovakia and the Czech Repu-
blic claimed that a 20 per cent target would be ‘sufficient’ (Hodgson, 2018a). And yet again, positive po-
licy feedback effects generated by the previous amendment, also began to manifest themselves, altering
actor coalitions, capacities and preferences. New groups such as local authorities and city mayors entered
the policy design process, pushing hard for tighter standards to reduce urban air quality problems (COM
(2017) 676: 6). The electricity industry also joined in, campaigning for a growth in electric car sales to
boost the demand for its electricity. The head of Eurelectric, Kristian Ruby, complained that ‘the level of
ambition [of the proposal] is too weak to trigger the necessary paradigm shift to electric mobility across
Europe’ (quoted in Hodgson, 2017b). Environmental groups concurred, pointing to the fact that some
manufacturers had already set their own internal corporate goals to phase in electric cars that were more



ambitious than what the Commission was proposing, and should be formally incorporated into the
proposal.

In September 2018, the Parliament's ENVI committee voted to support an increased 2025 target of
20 per cent and a 2030 target of 45 per cent (European Parliament, 2018a; Gyekye, 2018b). Most of the
party groups voted for the committee’s report, but only one of twenty-three of the centre-right European
People’s Party members of ENVI joined them (European Parliament, 2018b: 4). In October 2018, the
Parliament plenary voted for a compromise of 20 per cent in 2025 and 40 per cent in 2030 (Hodgson,
2018b). The Environment Ministers then agreed a general approach that kept the Commission’s original
proposal of 15 per cent by 2025 and increased the corresponding 2030 target to 35 per cent (Council of
the European Union, 2018). In December 2018, after no less than five trilogue meetings, the Council of
Ministers and the Parliament compromised on the final text of the regulation (see Council of the Eu-
ropean Union, 2019). For cars, the compromise maintained the Commission’s proposed binding 2025
target of 15 per cent and set a 2020 target of 37.5 per cent (Council of the European Union, 2019: 2). It
also included the possibility of revising the 2030 target, and the setting of targets in 2035 and 2040, as
part of a Commission-led review of the Regulation in 2023 (Council of the European Union, 2019: 73).
The new 2019 Regulation (2019/631) was adopted on 17 April 2019, 526 days after being proposed.

Chapter 4 outlined the main policy changes commencing with the voluntary agreement with ACEA
and ending with the 2019 Regulation. Table 7.1 summarises each step in the sequence in considerably
more detail, noting the most significant changes in policy stringency, scope and timeframe, and indica-
ting the speed at which each change was agreed and how long it lasted.

Table 7.1 Car emissions: significant policy instrument changes, 1998–2019

Legislation (and speed of adoption)3
Lifespan
(days)1 Description

1999 Voluntary Agreement
(Recommendation 1999/125) (1,144
days)

3,615

1999 Directive (1999/94) (467 days)
7,0742

Stringency: reduce average CO2 emissions
to 140g/km by 2008–2009.

Scope: CO2 emissions from all new pas-
senger cars.

Timeframe: to 2008 (with a further review
on changes by 2012).

Availability of consumer information on
fuel economy and CO2 emissions in respect
of the marketing of new cars.



2000 Decision (1753/2000) (742 days) 3,411

2009 Regulation on CO2 Emissions
from New Cars (443/2009) (492 days)

2,398

2014 Regulation on CO2 Emissions
from New Cars (333/2014) (609 days)

2,825

2019 Regulation on CO2 Emissions
from New Cars (2019/631) (526 days)

4,249

1 Expected at the time of writing (1 June 2019).

2 Does not have an end date. Lifespan calculated from legislation’s entry into force until 1 June 2019.

3 Significant policy instrument changes in bold.

Source: own composition.

Endnotes

A scheme to monitor the average emissions
of CO2 from new cars.

Stringency: increased.
Reduce average CO2 emissions to

130g/km by 2015 and 95g/km by 2020.

Scope: stable.
CO2 emissions from new passenger cars.

Timeframe: increased.
Extended to 2015/2020.

Stringency: increased.
Reduce average CO2 emissions to

95g/km by 2021.

Scope: stable.

Timeframe: increased.
Extended to 2021.

Stringency: increased.
37.5% reduction in CO2 emissions per

km from 2021 levels by 2030, and 15% by
2025.

Scope: stable.

Timeframe: increased.
Extended to 2025 and 2030.



1 In November 1996, the Commission eventually produced guidelines governing the negotiation of voluntary
agreements, which acknowledged that their legal ambiguity meant that they had to be non-binding
(COM/96/561; see also Wurzel et al., 2013: 123–125).

2 Forcing them to fit heavy safety measures such as crumple zones, reinforced structures and air bags.

3 Possible reasons could have included the effects of the recession or a determined effort by the manufactu-
rers to avoid legislation by meeting the reduction target (ten Brink, 2010: 185).

4 In fact, Porsche increased its fleet average emissions over the course of the agreement. Absent big increases
in vehicle weight and engine power after the early 1990s, most German manufacturers would probably have
met the 140g/km target (Hey, 2010: 219).

5 The proposal being for a regulation rather than a voluntary agreement or tax measure.

6 But under special provisions, manufacturers were able to form a pool in order to meet their targets (COM
(2007) 856: 7).

7 Interestingly, the term used in the text of the Regulation is not fine but ‘emission premium’.

8 In effect, the 2012 deadline was pushed back three years to 2015 (ten Brink, 2010: 198).

9 Namely, those emitting less than 50g/km in 2012.

10 These were eventually phased out in 2016, after which very low emission (‘super’) cars were counted the
same as standard cars.

11 The emission reductions were thus an unexpected consequence of the financial crisis, which had encoura-
ged consumers to purchase smaller and less polluting cars.

12 Namely the slope of the limit value curve, pooling, super-credits and the system of fines (see COM (2012)
393 for details).

13 Although the efficiency gap between the two has decreased in the last decade as diesel car have become
larger, heavier and less fuel-efficient (EEA, 2016: 50).
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Climate Policy
Durable by Design?
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Climate Policy Feedbacks
Significant Mechanisms, Effects and Directions

◈

8.1 Introduction
Policy designers are seeking to adopt more durable climate policies that not only endure but remain in-
fluential over the long term. Amongst target groups and other relevant actors, such policies seek to nurtu-
re a belief that deep decarbonisation will happen and that they should prepare for that possibility rather
than working to prevent it. Schattschneider (1935), who we quoted at the start of Chapter 1, implied that
some policies become durable because they foster and sustain their own political support base through
processes of positive policy feedback but may remain vulnerable to negative policy feedbacks that render
them fragile.

This chapter looks back across all five empirical chapters (Chapters 3–7) and forward-traces the po-
licy feedback effects and mechanisms that flowed from the three original policy instruments on biofuels
(Chapter 5), stationary emitters (Chapter 6) and car emissions (Chapter 7) respectively. In doing so, it
seeks to address Objective 2 (on feedback mechanisms and effects) outlined at the end of Chapter 1. In
the existing literatures, feedback mechanisms and feedback effects have often been conflated, resulting in
a loss of precision about the causes of policy feedback and hence the underlying determinants of policy
durability. In Chapter 1, we drew upon Pierson’s (1993) influential distinction between two feedback me-
chanisms. Resource/incentive mechanisms have since become the stock in trade of policy feedback ana-
lysts and relate to the various ways in which policy instruments channel flows of benefits (in the form of
resources) and costs (in the forms of burdens) to different actors and coalitions (Jacobs and Mettler,
2018: 346). By contrast, interpretive mechanisms have received less attention; they relate to the way in
which policy instruments alter flows of knowledge and information in ways that reshape actor percep-
tions via processes of learning. In Chapter 3, we noted the possibility that policies may have important,
long-term consequences even though they do not transfer significant financial resources.



As this chapter is primarily concerned with addressing Objective 2, it will chiefly examine the three
original instruments (the 2003 Biofuels Directive, the 2003 Emissions Trading Directive and the 1999
Voluntary Agreement on CO2 emissions from cars) and their first-order policy feedback effects, which
we originally defined as downstream consequences with no complete feedback loop. In Chapter 1, we
noted that scholars have studied a wide array of these policy feedback effects in the existing literature.
Given that climate change is a wicked policy challenge (see Chapter 2), we will concentrate on the first-
order effects on the identities, preferences and capacities of three main actor types: governmental bodies
(in our case, the EU institutions and the Member States); target groups (i.e. the actors to whom the policy
instrument was addressed); and other relevant interest groups. With some exceptions, the existing litera-
ture on policy durability has focused on the most durable policies and traced them back to their origins.
As our approach relies on process tracing forwards from the original instrument, we seek to trace out the
main feedback effects to understand how far they were either positive or negative in nature, thereby se-
curing a better understanding of the ‘non-cases’ of policy durability. Once we have accomplished that
task, we will be in a better position to analyse the complete feedback loops back to the original policy
and subsequent feedbacks generated by later iterations of each instrument, as well as weigh the vexed
issue of intentionality (i.e. which correspond to the third and the first objectives outlined at the end of
Chapter 1). These two important topics are addressed in the next chapter.

Having outlined the aims and objectives of this chapter, the remainder unfolds as follows. Section
8.2 reviews the evidence of positive policy feedback effects generated by the three instruments, which
appear in the order (more to less coercive) that we introduced in Chapters 1 and 2. Having done that, we
critically reflect on the propositions that we developed (in Chapter 2) on when and where such feedback
effects are more (and less) likely to emerge. In Section 8.3, we follow the same sequence of analytical
steps but for negative policy feedback effects. In Section 8.4, we summarise and look forward to the con-
cluding chapter.

8.2 Positive Policy Feedback Effects
In very general terms, positive feedbacks are self-reinforcing and self-amplifying. They occur ‘when a
change in one direction sets in motion reinforcing pressures that produce further change in the same di-
rection’ (Jervis, 1997: 125). Systems analysts and historical institutionalists such as Pierson (2004) have
found them especially intriguing because they have a tendency to unfold in complex and unexpected
ways (Bardach, 2006: 346). Policies generating positive feedback effects are held to be self-reinforcing
in that they encourage actors – and specifically target groups – to align their preferences and activities
with them (Thelen, 2006: 155). As a result, the original policy becomes more politically stable and hence
more durable over time.



Regulation: Biofuels

The 2003 Biofuels Directive was adopted relatively quickly (in 548 days) and endured for 3,151 days –
or over 8.5 years. It marked the EU’s first foray into biofuel policy design, setting indicative regulatory
targets to promote the production and consumption of biofuel in the transport sector across the EU. As
noted in Chapter 5, the early 2000s was a period of rising political confidence in EU climate and energy
policy, when Heads of State were eager to set more stringent and more long-term targets and biofuels ap-
peared as a convenient policy solution to several long-standing and interconnected problems ranging
from decarbonisation to rural economic renewal. Biofuels quickly gained a panacea status because they
promised not only to meet the EU’s escalating energy and climate policy ambitions, but also address
many other long-standing problems, including excess agricultural production in Europe (Palmer, 2015:
281). Not only did they appear capable of displacing fossil fuels in the road transport sector (a sector in
which emissions were rapidly rising), but they could also be reconfigured to facilitate decarbonisation in
other sub-areas of the transport sector such as air and marine transport (IEA, 2011: 7).

Globally, biodiesel’s share of global energy demand experienced an eight-fold increase in the period
2005–2015 and bioethanol a threefold increase (Royal Academy of Engineering, 2017: 17), albeit from
relatively low levels. Starting in 2001–2002, there emerged the tantalising possibility that the main target
groups in the EU – namely fuel and vehicle producers – would buy into a positive vision of the future in
which European biofuels production underwent a similar expansion. As noted in Chapters 4 and 5, bio-
fuel production and consumption in the EU did grow substantially after 2003, underpinned by the 2003
Directive. Production of biodiesel in the EU grew by 250 per cent between 2005 and 2015, and bioetha-
nol production grew by eightfold between 2004 and 2014. When it was eventually replaced by the 2009
Renewable Energy Directive, the policy instrument settings were made more stringent and more binding.
The policy time horizon was also extended further into the future – from seven years (i.e. to 2010) in the
2003 Directive to eleven years (i.e. to 2020) – in order to give businesses greater confidence in policy
support for biofuel production.

The resource/incentive feedback mechanisms in the period 2003–2009 were of varying importance,
in part because the original directive was an example of a relatively weak regulatory instrument that set
indicative targets that lacked strong coercive force. In fact, very few Member States had exceeded their
interim targets under the Directive by the end of 2005. Crucially, while biofuel production in the EU in-
creased significantly and related industries were strong supporters of the policy, the Directive did not
compel target groups to make significant sunk investments in second- and third-generation biofuel pro-
duction technologies and did not distribute concentrated benefits (in the form of targeted subsidies) to
produce similar effects. Also, the policy feedback effects on government were not especially significant
either – the 2003 Directive failed to direct new revenue streams into EU institutions that could be em-
ployed to create new bureaucratic coalitions that would in turn fight for the policy’s expansion. The main



target groups – namely biofuel producers – became more engaged with policy making after the 2003 Di-
rective was adopted, with the European Biodiesel Board (EBB), the European Bioethanol Fuel Associa-
tion (eBIO) and the European Union of Alcohol Producers (UEPA) becoming stronger supporters of EU
policy support. In 2006, a pan-industry alliance (EBTP) emerged with the aim of encouraging all types
of biofuel production, but it failed to bridge the differences between biodiesel and bioethanol producers
on specific policy issues. It was only after the adoption of the 2009 Directive that new interest groups be-
gan to emerge, pushing specific types and niche uses of biofuel (e.g. advanced biofuels in aviation). Cru-
cially, unlike some areas of social policy, the 2003 Biofuels Directive did not generate complex, society-
wide commitments to biofuel among the public which could have increased broader support for the poli-
cy. In fact, because biofuels had originally been foreseen as a drop-in alternative to fossil fuels, the majo-
rity of the public were not aware of the Directive’s existence or that the road fuel they were putting into
their fuel tanks was blended with higher quantities of biofuel. The societal benefits of the Directive were
therefore relatively diffuse at best and generally of very low visibility.

Positive feedback effects also emerged from the operation of interpretive mechanisms. For example,
the Commission was able to cite the failure of the 2003 Directive’s indicative targets in reaching the 2
per cent target in 2005 to argue for stronger targets to be included in the 2009 Directive (an example of
the power of precedent). In effect, the failure to fulfil the targets allowed the Commission to argue that
what had failed was not the long-term policy objective, but the (relatively) weak instruments chosen to
achieve it. When the 2009 Directive was being formulated, the Commission again resorted to the power
of precedent to argue for targets (in Article 21) that explicitly encouraged producers to produce more se-
cond- and third-generation biofuel. Until that point, its encouragement was rather unspecific, i.e. to pro-
duce ‘more biofuel’. Second, Annex 4 of the 2003 Directive established a novel reporting and monito-
ring framework which helped to illuminate production trends in what was, by then, still an embryonic
EU-wide market. As well as highlight and draw attention to the emerging boom in biofuels, it also indi-
cated who the national leaders and laggards were. The major producers may have known what was hap-
pening, but at that point, smaller producers and those operating in the various supply chains (including
feedstock producers, fuel suppliers and car manufacturers) were still operating in a state of uncertainty,
with only partial access to information. This reporting framework was greatly strengthened by the more
coercive provisions of the 2009 Directive which included a mandatory template to ensure more harmoni-
sed and more detailed reporting. Prior to 2009, countries had reported, but irregularly and rather inconsi-
stently. The scope of the reported information expanded yet again with the adoption of the 2015 Indirect
Land Use Change (ILUC) Directive, under which producers and Member States were required to report
on the indirect emissions arising from all their production activities, sometimes spanning many different
parts of the world.



Emissions Trading: Large Stationery Emitters

The original 2003 ETS Directive was adopted in 721 days and endured for more than nine years. When it
was modified, the 2009 Directive made the instrument settings more stringent (comprising increased auc-
tioning, EU-level allocation and cap-setting and a reduced cap) and increased the policy’s scope (encom-
passing more sectors and gases). The policy time horizon was also extended out even further into the fu-
ture (to 2020) so that target groups would have more confidence in the durability of emissions trading.
These changes in stringency, scope and timeframe are typical of positive policy feedback. In many ways,
the 2003 Directive actively facilitated these changes by generating significant new resource flows that,
over time, had lasting effects on both target groups and government, especially at the Member State level
and in the European Commission. The most significant resource/incentive feedback mechanism related to
the emission allowances that were established when the system commenced in 2005. Unlike a tax (which
extracts revenues from companies and channels them to governments), freely allocated allowances beca-
me a significant ‘tradable asset’ for industries that received them (Skjærseth and Wettestad, 2008: 75).
Before the reforms of the 2009 Directive came into effect in 2013, allowance distribution was largely ba-
sed on historical emissions. Thus the value of these new assets was disproportionately enjoyed by actors
– such as high-carbon electricity generators and the energy-intensive industries – that during the formu-
lation of the 2003 Directive preferred other policy instrument types such as an EU-wide voluntary agree-
ment. This had two significant feedback effects. First of all, more actors became interested in trading. In
particular, the allocation of free allowances created substantial ‘incentives for lobbying’ for all firms who
were already in the system or were at risk of being included in its scope (Anger et al., 2016: 634). For
example, during the formulation of the 2003 Directive, 93 non-governmental actors participated in the
European Commission’s consultations. By 2007, the consultations related to the 2009 Directive attracted
responses from 202 actors. In 2015, an online consultation on Phase IV of the trading system received
more than 500 responses (as COM (2015) 337: 6).

Second, through time actors that benefited from trading became steadily more supportive of the
ETS. The electricity generators had been largely supportive of it during the formulation process but be-
came even more supportive when allowances were handed out for free, thus strengthening the ‘instru-
ment constituency’ (Voss and Simons, 2014) that had advocated for the Directive in the first place. As we
explained in Chapter 6, free allowances became a source of windfall profits for these actors during the
first two trading phases (Müller and Slominski, 2013: 1434). And because many generators were not di-
rectly exposed to significant international competition pressures, they were able to pass through most of
the additional costs to energy consumers in the form of higher electricity prices. As time passed, prefe-
rences changed: most generators became stronger advocates of the system as a whole, even when it be-
gan to attract more concerted political opposition from other actors (see below), fearing that policy di-
smantling would undermine their investments (Carlson and Fri, 2013: 122). Even the most opposed ac-



tors – namely the energy-intensive industries – stopped calling for alternative policy approaches, althou-
gh they did advocate for major changes to the policy design to reduce their costs and increase free alloca-
tion (e.g. AEII et al., 2007). Finally, all the firms included in the trading system had to make significant
up-front investments in operational systems to monitor and report their emissions, and to administer the
receipt and sale of allowances (Müller and Slominski, 2013: 1434). These investments helped to lock all
target groups into the process of trading emissions, even those that remained opposed to it.

Resource/incentive mechanisms also had a significant effect on government actors. In the European
Commission, what had initially been a small team of ETS-related officials in DG Environment rapidly
expanded in number and was eventually shifted across into a new Directorate-General in 2010 (DG CLI-
MA). In effect, the ETS created a new bureaucratic lobby within the Commission for climate change mi-
tigation in general and emissions trading in particular. Many of the core ETS team had worked hard to
get the 2003 Directive adopted and had a ‘strong “personal” interest in seeing [it] succeed’ (Wettestad,
2009: 322). This expanding bureaucratic lobby certainly made its presence felt during Phase II, when the
National Allocation Plans (NAPs) covering the period 2008–2012 were tightened significantly, very
much against the wishes of some large Member States (Wettestad, 2009: 323). Later, DG Environment
was a key advocate for replacing the NAPs with EU-wide cap-setting and allocation, as well as expanded
auctioning (Wettestad, 2009: 324). In the late 2000s, staff in DG CLIMA became more heavily engaged
in fulfilling a suite of new bureaucratic tasks, such as benchmarking free allowances and drawing up car-
bon leakage lists. By 2016, no less than 46 staff were working on emissions trading in DG CLIMA (Eu-
ropean Union, 2016: 35–36).

One of the most consequential resource-related – and political – changes was the shift of resources
to Member States through expanded auctioning, especially after 2013. For DG Environment, which
played a central role in advocating increased auctioning, this shift was rationalised on the grounds that it
would improve economic efficiency and welfare. The revenue flows to national treasuries – amounting to
€11.8 billion between 2013 and 2015 (European Commission, 2017: 16) – were an important side effect,
but were viewed as somewhat secondary in the Commission. The eventual selection of auctioning as the
default method of allocation significantly impacted the preferences of the Member States, creating a ma-
terial incentive to support reforms designed to raise allowance prices, including backloading, the MSR,
and allowance cancellation in the 2018 Directive. Later on, in some Member States these dynamics pit-
ted environment ministries and finance ministries (who fought to maintain high allowance prices to boost
revenues) against industry ministries (who preferred lower prices to safeguard the competitiveness of
some sections of business).

Finally, resource/incentive mechanisms actively encouraged other interest groups to align their acti-
vities with the trading system. Market intermediaries such as banks and consultancies were attracted by
the prospect of new revenue streams in secondary markets related to banking and trading. It led to a sud-



den increase in the membership of organisations that represented major market intermediaries and lob-
bied on ETS topics, such as the International Emissions Trading Association. The importance of this me-
chanism weakened after late 2008 – due to the fall in the allowance price and tax fraud, among other is-
sues – but still served as an important link keeping market intermediaries, and the policy actors that re-
presented them, supportive and engaged with the ETS, even though they were not directly targeted by it.

By contrast, the public’s direct participation in the functioning of the system remained limited. In-
deed, some have argued that all trading systems have a ‘special complexity’ that actively hinders public
access and understanding (Baldwin, 2008: 22), other than when particular focusing events propel it into
the wider public discourse (e.g. in relation to windfall profits or allowance fraud). Indeed, the generally
low visibility of resource flows generated by the ETS arguably facilitated the expansion in lobbying by
target groups (Baldwin, 2008: 22).

The ETS also produced at least three significant positive feedback effects via the operation of inter-
pretive mechanisms. First of all, there were significant, positive effects on the policy making capabilities
of the European Commission. Many of its activities in Phases II and III addressed problems that original-
ly emerged in Phase I (Mukherjee and Giest, 2017: 16). For example, the Commission had pushed for a
more centralised system during the formulation of the 2003 Directive but had been firmly opposed by
Member States. But when problems began to manifest themselves, thus becoming known ‘facts on the
ground’ rather than hypothetical examples, DG Environment was able to cite them as evidence that a
more centralised system was needed (negative learning; see Boasson and Wettestad, 2013: 63).

Second, once the ETS was up and running it too became a ‘fact on the ground’ that all actors had to
calibrate their policy preferences and design activities against (Muller and Slominski, 2013: 1434). Some
of the proposals for change involved relatively minor amendment to the existing policy (see Chapter 6).
But several others, involved more significant structural changes, including the wholesale dismantling of
the ETS (e.g. by the Scrap the ETS coalition of NGOs; see Corporate Europe Observatory et al., 2013).
But as EU policy – and thus the wider trading system – became steadily more durable, more and more
actors opted to ‘work within’ the existing policy to achieve their preferences (see Hacker, 2004: 264),
e.g. the energy-intensives shifted from advocating voluntary approaches to focusing on increasing free
allocation from the existing policy. It is telling that within five years of the 2003 Directive being adopted
‘the question of abolishing [it] was simply not on the table’ (Boasson and Wettestad, 2013: 71). Given
the intense battles over numerous, alternative instrument designs that had preceded the adoption of the
trading system, the significance of this change should not be underestimated.

Finally, from the outset, transparent information on emissions was a vital but often taken-for-gran-
ted precondition for the successful functioning of the system (Delbeke and Vis, 2015: 128). Over time,
this information provided a powerful ‘cue’ to new policy development in the manner suggested by Pier-
son (1993). It is worth remembering that very basic information on the distribution and quantification of



emissions from installations later covered by the ETS simply did not exist when the system was being
formulated, so a bespoke ‘infrastructure had to be developed to generate and quality check’ installation-
level emissions data (Delbeke and Vis, 2015: 3). Indeed, the initial paucity of data and the associated
complexity of collecting it was a major factor behind the decision to keep the system’s scope relatively
narrowly focused on a limited number of stationary (‘point-source’) emitters and only one greenhouse
gas (Skjærseth and Wettestad, 2008: 62). At first, the emission estimates submitted by operators proved
to be rather inaccurate, which partly explained why the national caps derived from them were so gene-
rous (Baldwin, 2008: 9). But as the quality of the information improved, so too did the trust of various
actors in the robustness of the system. And as monitoring and reporting systems matured still further, the
Commission was able to propose expansions in scope and stringency that would not have been possible
before 2003. According to two senior Commission officials that oversaw these early design activities, the
resulting information ‘offered a transparent basis for the further refinement of measures or for concentra-
tion on areas that need[ed] to be brought to the attention of policy makers’ (Delbeke and Vis, 2015: 128).
Just as importantly, they helped to define carbon as a new commodity that could be traded in markets,
which in turn fed through and affected allowance prices in the system, which in the view of many actors
provided a real-time assessment of the overall performance of the system (Mukherjee and Giest, 2017:
7). In effect, the nature of the system changed over the course of a decade from one of partial informa-
tion to one characterised by high levels of transparency – a shift that some of the new interest groups
such as the NGO Sandbag both actively facilitated and benefited from. At several critical points after
2003 – e.g. when prices were perceived to be too high (as in 2005) or too low (as they were between
2008 and 2018) – greater data transparency provoked actors to adapt their behaviour and their preferen-
ces – very much as textbook accounts of market-based instruments assumed they would.

Voluntarism: Car Emissions

The instrument lying at the least coercive end of our continuum was the voluntary agreement on car
emissions. It was adopted in 1998 after protracted negotiations lasting 1,144 days, during which a series
of concessions were built in to pacify the car producers and their allies, especially in some Member Sta-
tes. Despite its drawn-out adoption, the agreement was relatively durable in a narrow sense, enduring for
nearly ten years before being replaced by the 2009 Cars Regulation. In another sense, it was not durable,
car emissions being the only case in which the main instrument was completely removed and replaced.1

From the outset, environmentalists argued that the voluntary agreement was a weak and potentially inef-
fectual instrument, but were relieved that at least some controls on emissions had been adopted. After all,
they considered the status quo – no policy at all – to be even worse.

Our expectations, formulated in Chapter 2, suggest that a voluntary agreement adopted in such cir-
cumstances was unlikely to generate significant positive feedback effects via resource/incentive mecha-



nisms. These assumptions were largely confirmed by the main findings of Chapter 7. By their very natu-
re, textbook examples of voluntary agreements involve target groups volunteering to make policy invest-
ments to achieve certain pre-defined environmental goals. However, the design of the 1998 agreement
gave target groups little or no encouragement to invest in its long-term durability. In fact, it facilitated the
adoption and continued use of simple, drop-in technological solutions such as low resistance tyres, turbo-
charged diesel engines and, of course, biofuels, the relatively minor cost of which could either be easily
absorbed or be passed on to either customers, suppliers and/or fuel providers. By doing so, the agreement
made it all too easy for car producers to withhold their investments and maintain the policy status quo
extant. Moreover, because the agreement did not adequately address the delicate matter of inter-company
burden sharing, free-riding remained a near constant possibility. Consequently, no single manufacturer
(or group of manufacturers) felt sufficiently confident to invest in radical new technologies such as very
low emission vehicles powered by electricity or hydrogen. To no one’s great surprise, the agreement con-
sequently failed to decisively restructure politics. It was only much later in the policy instrument sequen-
ce – when the controls were eventually tightened, first in the 2009 Regulation and then in 2014 and 2018
– that new interest groups (e.g. aluminium producers, electricity generating companies and municipali-
ties demanding stringent, city-wide bans on diesel powered vehicles) began to enter the fray, lending
their support to long-standing demands from environmental groups for more stringent and more durable
targets. Finally, there were no new significant resource flows into government or, for that matter, the sud-
den emergence of a powerful new bureaucratic lobby within governments favouring deep decarbonisa-
tion. In marked contrast to some social policy fields, there were no elaborate unintended consequences
for mass publics, for whom the policy conflicts in Brussels remained remote and irrelevant – at least, that
is, until the Dieselgate scandal broke.

Yet despite the weakness of these resource/incentive mechanisms, the voluntary agreement managed
to endure for over ten years. When it was eventually replaced, not only was the next instrument in the
sequence (the 2009 Regulation) regulatory (and hence considerably more coercive), its settings were
more stringent and its time horizon was set further into the future (out to 2020).2 Therefore, although the
policy instrument of the voluntary agreement was replaced, it also set in motion feedback processes that
eventually strengthened the EU’s overall policy towards CO2 emissions from cars. These changes were,
of course, consistent with processes of positive feedback, which suggests that interpretive mechanisms
were probably also at work, much as they were in the case of emissions trading. What might these have
been? First of all, although relatively low in coerciveness, the agreement and associated policies on mo-
nitoring nonetheless created substantial new sources of information on vehicle production and emissions
that, over time, provided a powerful ‘cue’ to new policy development (Pierson, 1993). The manufactu-
rers were originally very reluctant to share this type of information, even amongst themselves, arguing
that it was commercially sensitive, but when it eventually entered the public domain it did lead to greater



transparency.3 This transparency, in turn, encouraged some manufacturers to take a calculated risk and
invest in cleaner vehicles, more secure in the knowledge that they would not be undercut by free- riders.
It was telling that the 2009 Regulation contained producer-specific targets, albeit arranged along a ‘limit
curve’ that more or less entrenched existing inter-manufacturer differences to a relatively large extent.

Second, the information had a positive feedback effect on the policy making capabilities of DG En-
vironment. As was noted in Chapter 7, DG Environment originally pushed for a more coercive approach
during the policy formulation process but was repeatedly blocked by a small but powerful minority of
Member States, backed by their respective car industries. Crucially, the provision of new information
provided a forewarning to the Commission (from around 2002) that emissions reductions by the sector
were well off track and gave it the confidence to push for new policy instruments. It was only when the
widely expected failure of the agreement could be empirically verified (on which see Section 8.3), that
the Commission was able to secure the breakthrough knowledge it needed to advocate successfully for a
more coercive approach, which was eventually adopted in the form of the 2009 Regulation (an example
of negative learning; see Boasson and Wettestad, 2013: 63).

Summary: When and Where Were Positive Feedback Effects Significant?

In Chapter 2 we noted that systems analysts expect positive feedbacks to be more likely in complex, dee-
ply interconnected systems that are densely populated with actors, instructions and policy instruments.
Arguably, modern policy systems in general (Pierson, 2004: 19) and the EU in particular exhibit such
characteristics, and hence would appear to constitute fertile grounds in which positive feedback effects
can emerge. Pierson (2004: 35) even went as far as to claim that they are ‘widespread’ in politics and that
‘most policies … are generally subject’ to them. Positive feedback effects certainly featured heavily in
his historical institutional interpretation of European integration (Pierson, 1996), which highlighted the
ongoing inability of Member States to manage policy dynamics that they themselves had initiated. Ho-
wever, the existing literature on policy feedback and policy durability has not, as we also noted in Chap-
ter 2, investigated the precise conditions in which feedback effects occur across the full range of policy
areas. In Chapter 1 we argued that, in very general terms, they are probably less likely to appear in more
regulatory policy settings such as climate change where governments are imposing concentrated costs on
polluters to produce relatively diffuse social benefits.

How well do our empirical findings correspond to the four propositions that we originally formula-
ted in Chapter 2? First of all, we proposed that policies which require large set-up costs and/or distribute
significant and concentrated benefits, are more likely to produce positive policy feedbacks effects than
those that do not. In their textbook form, regulations seek to impose significant up-front costs on pollu-
ters, unlike instruments further along the policy instrument coerciveness spectrum. But this is not how
the 2003 Biofuels Directive was eventually formulated – opponents removed all but fairly weak, indicati-



ve targets. In general, feed-in tariffs and subsidies are regarded as the climate policy instruments that are
most likely to generate positive feedback effects (Meckling et al., 2015). However, they lay outside the
EU’s policy design space and were not adopted. However, the ETS does seem to confirm the general va-
lidity of this proposition as do other prominent examples of emission trading (see Rabe, 2016: 10).

Second, we also proposed that benefit-distributing policies which become large enough to constitute
a significant premise of target groups’ everyday existence are more likely to generate positive policy
feedback effects. The EU ETS case confirmed the general validity of this particular proposition. It also
confirmed that the flow of benefits does not necessarily have to be particularly large in scale or long-la-
sting; just significant and immediate enough to encourage target groups to commit to the instrument’s
long-term durability.

Third, we noted the importance of coordination effects and proposed that policies which consolidate
the status quo distribution of costs and benefits (and thus deliver further returns to incumbent interests)
are more likely to generate positive policy feedback effects than those that work against them. Emissions
trading confirmed the general validity of this proposition; the 2003 Directive survived its first few poten-
tially perilous years of existence partly because it generated support amongst most of the actors to perse-
vere with the existing instrument, albeit with marked differences of opinion on its precise calibration.

Finally, we proposed that policies which generate strong adaptive expectations are more likely to
generate positive feedback effects than those that do not (Béland, 2010: 574). The 2003 Biofuels Directi-
ve could have shaped expectations had it provided a strong regulatory push in favour of first- and se-
cond-generation biofuels. But it was rendered too weak to do so because of concessions made at the for-
mulation stage.

8.3 Negative Policy Feedback Effects
In systems analysis, negative feedbacks have balancing or self-equilibrating effects (Richardson, 1991:
5; Bardach, 2006: 341), which are analogous to the way in which a thermostat maintains a room’s tempe-
rature at a constant level (Richardson, 1991: 48). In politics, negative feedback manifests itself in the ap-
pearance of countervailing coalitions which emerge to challenge new policy interventions and restore the
system as a whole to its original position (Jervis, 1997: 125; Howlett, 2009a: 253). In very general terms,
policies that produce negative feedback effects actively trigger opposition to themselves that directly un-
dermines their own durability (Weaver, 2010: 137), by opening up opportunities for opponents to weaken
or dismantle them (Jacobs and Weaver, 2015). The effects of policy feedback on actors and on broad po-
licy coalitions has been explored in a number of the existing literatures reviewed in Chapters 1 and 2. In
Chapter 2 we noted, for example, some typical effects on prominent target groups as well as other intere-
st groups. We hypothesised that the opposing groups may adopt a number of forms. Some groups may



have unsuccessfully participated in the policy formulation stage, but then decide to stick around ‘to con-
test the next round’ of policy making (Thelen, 2003: 231–232). Others may have been supportive at the
formulation stage but then switch their allegiance as the policy negatively affects them during the imple-
mentation phase. Still other groups may not have been involved in the design process, either because
they did not expect to be targeted by the policy or because they operated in a different policy area (Pier-
son, 1993: 600), but then rise up in opposition as they are negatively affected by the policy (Weaver,
2010: 139). Finally, some policies may directly trigger the emergence of new groups or fresh alliances of
existing groups whose entire raison d’etre is to push for reductions in policy stringency, policy repeal
and/or a halt to similar policies in cognate areas (Patashnik and Zelizer, 2010: fn. 3). In Chapter 2, we
suggested that one obvious resource/incentive mechanism is related to rapidly rising compliance costs
that cannot be avoided. New sources of information on compliance costs that suddenly focus target
group attention on the policy (via, e.g. a high-profile focusing event) constitutes a potentially important
interpretive feedback mechanism. However, the mechanisms through which these effects are generated
has so far received less systematic attention in the existing literature, which, as noted in Chapter 1, has
generally been more concerned with only describing the most prominent positive policy feedback
effects.

Regulation: Biofuels

In Chapter 5, we learned that the 2003 Biofuels Directive was designed relatively quickly inside the
Commission’s Directorates-General for energy and taxation, with relatively little consultation with other
departments or wider interests. The primary target groups – the biofuel producers and the vehicle manu-
facturers – were generally supportive (or at least willing to acquiesce); the former because it promised to
provide greater regulatory certainty, facilitate investment and generate a significant new revenue stream;
the latter because biofuels were seen as a convenient drop-in technology that could be adopted with rela-
tively little upheaval. Although environmental NGOs such as the European Environment Bureau (EEB)
and Transport & Environment (T&E) were critical of the proposal, they were unable to build a blocking
coalition of other actors. At the time, EU climate policy was still in its infancy and certainly did not at-
tract the sustained interest of the EU Heads of State in the European Council. What had the potential to
be strong environmental criteria in the Commission’s original proposal were chipped away at during the
policy formulation process, effectively removing any coercive push towards the second- and third-gene-
ration types of biofuel. The resource/incentive mechanisms most certainly did not impose significant ad-
ditional compliance costs on producers and countries that were not already committed to producing first-
generation biofuels. By the time the interim compliance milestone was passed in 2005 (when the indica-
tive target was set at just 2 per cent), nine of the then fifteen Member States still had a market share of
effectively zero per cent. And, as noted in Section 8.2, public awareness of the wider costs and benefits



of expanding biofuel use remained relatively low, even though consumers in some Member States had
been, often unknowingly, purchasing blended fuels for their vehicles for some time. Well before the pas-
sing of the formal compliance deadline in 2010, legal experts were bemoaning the ‘predictable failure’ of
the Directive to sufficiently promote first-generation biofuels (Del Guayo, 2008: 275), let alone boost the
production of the alternatives.

However, during the nearly nine years in which the Directive remained on the statute book, political
opposition steadily began to grow. By 2008 – i.e. just four years after the date of adoption – aligned
against the conventional biofuels was a phalanx of NGOs and charities representing a range of different
concerns. Some, such as the EEB and T&E, had unsuccessfully voiced their doubts at the formulation
stage, but had the resources and the self-interest to ‘stick around’ to establish whether these were well-
founded. Others were new to the issue and/or had become more doubtful as implementation had procee-
ded and production had increased; these included several large international development NGOs. Their
concerns were somewhat different – they claimed that using food crops to produce first-generation trans-
port biofuels had inflated world food prices and exacerbated food insecurity in developing countries. By
2013, these opponents had united into a broader ‘Stop Bad Biofuels’ campaign, which was mostly direc-
ted at the first-generation biofuels, but also raised public doubts about all forms of biofuel production
and use. Crucially, by the mid-2000s, negative policy feedback effects had begun to appear well beyond
the borders of the EU, in the many locations across the world in which feedstocks were being grown,
processed and transported. In 2008, even the scientific committee of the EU’s own environment agency,
the EEA, voiced its doubts, claiming that designers had initiated a huge policy ‘experiment whose unin-
tended effects are difficult to predict and difficult to control’ (EEA, 2008: 6). No longer confined to the
relatively narrow technical matter of how to source lower-carbon transport fuel, by the late 2000s all bio-
fuel producers4 found themselves at the intersection of some incredibly weighty global debates on issues
such as global food production and supply, land use change, poverty and human development (HLPE,
2013: 11). What they and the Commission had originally assumed would be a handy drop-in solution to a
set of carefully delineated policy problems – essentially greenhouse gas emissions from transportation –
was being widely cited as a contributory cause of many others. And crucially, by the mid-2010s, prefe-
rences and coalitions had changed: the opposition by some actors to biofuels had expanded from the use
of first-generation biofuels in transport to all types of biofuel use (and thus all biofuel-related policy ma-
king) in an array of possible new applications, such as biomass production, domestic heating and
cooling.

These new endogenously derived sources of political opposition exerted enormous pressure on the
once relatively united coalition of target groups, namely the biofuel producers and suppliers, and the car
manufacturers.5 New fault lines began to appear in that coalition between, for example, those that had
invested in bioethanol and those that had invested in biodiesel, and between those that were keen to inve-



st in new markets for second- and third-generation biofuels, and those that simply wanted to secure a rate
of return on their existing investments in the first-generation types. Some producers claimed that they
had to maximise production of the first-generation fuels, despite their flaws, in order to generate the reve-
nue streams to support new investments in advanced biofuel (Levidow and Papaioannou, 2014: 294). En-
vironmental NGOs felt that this line of argument was entirely circular and hence specious, but it was wi-
dely deployed by the pro-biofuel coalition during the formulation and adoption of the 2009 Directive.
Quickly, the complexity of the issues under discussion began to escalate; even arbitrating over the va-
rious claims and counter-claims that swirled around one specific sub-issue – the potential indirect land
use change effects of first-generation biofuels – mired the EU institutions in arcane debates that lasted
for years after 2009. It is telling that the 2015 ILUC Directive took over 1,000 days to be adopted – twice
as long as it took to adopt the 2003 Biofuels Directive or the 2009 Renewable Energy Directive. Among-
st the fifteen policy instrument changes analysed in this book, the ILUC Directive was the second slowe-
st to be adopted (after the voluntary agreement on cars).

Interpretive mechanisms also played a significant part in generating these feedback effects. First of
all, the original Biofuels Directive did not, as noted above, directly generate significant new resource flo-
ws, but it established a new system of reporting on biofuel production, which was subsequently made
more harmonised (and more binding) by the 2009 Renewable Energy Directive. The interpretive mecha-
nism of reporting on a regular basis was designed to spur Member States to mobilise their national pro-
duction facilities and thus render the whole policy more durable, but it also had the opposite effect of
drawing unwelcome attention to the alarming speed at which the sector was developing inside and outsi-
de Europe. In addition, because EU supplies were still at that point insufficient to meet rising demands,
the extent of Europe’s reliance on complex and wide-ranging external supply chains became steadily
more apparent. Second, both directives included new reporting provisions addressing matters such as ex
post policy evaluation and ILUC emissions. Together, these two interpretive mechanisms helped to mar-
kedly increase the political profile of biofuel, which eventually fed through to more significant focusing
events such as the food security crisis of 2007–2008, which in turn fed through to the ILUC debate that
further sapped biofuels of political support after 2009. They also encouraged other influential actors –
such as scientists, the OECD and the EEA’s Scientific Committee – to subject the EU’s emission-reduc-
tion claims to more robust and ultimately more critical analytical scrutiny. These challenges grew so
much that after 2008, first-generation biofuels were no longer regarded as a panacea, but a problem: a
‘dirty fuel’ to be avoided wherever and whenever possible. The growing political opposition from both
existing and new groups put the Commission in the especially awkward position of using durability devi-
ces to simultaneously promote the more advanced biofuel types (through, e.g., the 2018 Renewable
Energy Directive) whilst limiting the production of first- and even second-generation types (through,
e.g., the 2015 ILUC Directive). This delicate balancing act continues to this day, absorbing precious bu-



reaucratic time that could have been devoted to more productive uses, as well as sapping biofuels of even
more political support.

Emissions Trading: Large Stationery Emitters

Earlier in this chapter, we noted how the resource/incentive mechanisms based on free allocation increa-
sed support for the ETS. However, once trading commenced in 2005, allowance prices began to fluctuate
in the manner that advocates of trading had long advocated. Importantly, this endogenous policy dyna-
mic repeatedly altered the flow of resources to various target groups. Negative feedback effects appeared
whenever allowance prices rose (as they did, albeit briefly, in 2005–2006), triggering new political oppo-
sition to the 2003 Directive. The energy-intensives, who by then had organised themselves into what
would eventually become the Alliance of Energy Intensive Industries (AEII), reacted strongly against
higher prices and the windfall profits they created for many electricity generators in the period
2005–2012 (AEII, 2005). In early 2006, this alliance successfully pushed to establish a new group within
the Commission itself, known as the High Level Group on Competitiveness, Energy and the Environ-
ment (Wettestad, 2009b: 314). Although the AEII and its allies largely did not challenge the ETS as an
overall policy approach after the adoption of the 2003 Directive, they were relatively effective at preser-
ving free allocation against the wishes of DG Environment/CLIMA and the European Parliament, and
strongly opposed efforts to raise allowance prices. They were joined by a substantial number of high-car-
bon electricity generators, especially from Central and Eastern Europe. These industries were eventually
able to form strong alliances with existing policy-making actors – such as the European People’s Party in
the European Parliament, DG Enterprise, and the governments of Germany and Poland – that already en-
joyed close ties to industry.

Other negative feedback effects related to emissions trading’s policy settings were created by low
prices. Between 2006 and 2007, and particularly in the period after 2012 and before 2018, allowance pri-
ces fell to low levels, sharply reducing the financial revenues from allowance auctioning that had origi-
nally increased Member State support for – and dependence on – higher allowance prices. In theory, the
lost revenues could have been used to cultivate new policy coalitions.6 Meanwhile, market intermedia-
ries such as banks closed their allowance trading desks and membership of the pro-trading association
(IETA) dropped by around 30 per cent between 2009 and 2017 (Moore, 2018: 164–165), robbing the sy-
stem of supporters.

Finally, negative feedback effects also occurred through the operation of interpretive mechanisms,
particularly the information relating to emissions, allowances and prices (Delbeke and Vis, 2015: 128).
Information on the over-allocation of allowances in comparison to actual emissions between 2005 and
2007, along with sharply falling prices, played a key role in the shift away from the national-level alloca-
tion of allowances after 2013. This shift was arguably the most prominent example of policy change in



the history of the ETS. It is puzzling, because the national allocation process gave Member States signifi-
cant authority and gave industries an incentive (and opportunity) to push successfully for generous allo-
cations. However, frustration with the process among Member State governments was the most impor-
tant driver that facilitated a shift to a more centralised ETS. This was an endogenously driven shift ari-
sing from the original policy’s decentralised design. During the 2005–2007 period, when allowance pri-
ces fell to near-zero and frustrations with the allocation plans mounted, there were few exogenous pres-
sures that could be cited to explain such a shift (e.g. the economy was growing). These changes should,
instead, be viewed as an unintended consequence of compromises that were made during the adoption of
the 2003 Directive; compromises which, at the time, most Member States strongly supported. The alloca-
tion process did indeed give many ETS industries added influence over how allowances were henceforth
allocated. But in the end, it was that very influence which led to Member State frustration and eventually
to the shift to EU-level allocation and cap-setting.

Finally, information also produced a ‘cue’ to new policy development, through informing the de-
mand from target groups for compensatory measures (such as continuing free allowances), which in turn
required the collection of yet more information (to underpin sectoral benchmarks and criteria to determi-
ne which industries were at risk of carbon leakage and, as a result, eligible for continued free allocation).
Information thus became a form of ammunition readily seized upon by opponents during what soon be-
came a more or less constant policy design conflict. It shaped their preferences, i.e. their perceptions of
how fairly they were or were not being treated relative to other groups. At the same time, the policy
amendments that were adopted (such as backloading and the Market Stability Reserve) themselves beca-
me new institutional niches in which losers tried to press their case for further concessions.

Voluntarism: Car Emissions

We have already noted that the voluntary agreement on car emissions did not impose sufficiently signifi-
cant or concentrated costs on target groups to force them to oppose it. Nor did it significantly weaken go-
vernment capacities within the EU institutions by actively withdrawing resources from them. Conse-
quently, resource/incentive mechanisms did not produce significant negative feedback effects, at the least
during the first five to ten years of the policy instrument sequence. In fact, the very lack of coerciveness
made the agreement’s continuation rather attractive to the main target group: the car producers. Howe-
ver, during the adoption of the 2009 Regulation – which introduced more coercive policy design features
such as legally binding targets and even fines – the previously stable coalition of producers began to frac-
ture. The existing literature on policy feedbacks has drawn attention to the way in which some social po-
licies created new pro-policy coalitions within government. However, as in the case of emissions trading,
negative policy feedback effects from the voluntary agreement led to the complete opposite – an anti-
policy expansion unit within the Commission itself, in the form of a High Level Group on competitive-



ness (CARS 21). During the design of the 2009 regulation, it worked with the Commission to promote
the so-called integrated approach to meeting the more stringent standards at lowest cost (to the produ-
cers). Meanwhile, the producers of the largest and most polluting vehicles also directly lobbied the Ger-
man government to oppose the inclusion of more stringent standards. The manufacturers of smaller and
less polluting vehicles pursued a different course, lobbying their governments to adopt stronger legal
controls. Arguably, the latter were better able to stay ahead of events: the manufacturers that made the
deepest commitment to a diesel-based solution – most dramatically VW – eventually discovered that
they could only meet the reduction targets by cheating on them, a tactic which badly backfired when the
Dieselgate crisis eventually struck.

We have already noted the significance of interpretive mechanisms in this particular case. The abili-
ty of the Commission to demonstrate empirically – through the collection and sharing of new informa-
tion on emissions – that the voluntary agreement was ineffectual (negative learning) proved to be a deci-
sive turning point in the policy instrument sequence, weakening the car manufacturers’ long-standing ar-
gument that coercive forms of regulation were unreasonable, ineffectual and, above all, unnecessary. Ho-
wever, in the absence of strong policy programme-level decarbonisation goals (which highlighted the
anomalous treatment of the transport sector relative to others), the sequence may well have followed a
different path after 2005–2006, with the Commission struggling to make a compelling case for a regula-
tion even though voluntarism had so manifestly failed. Be that as it may, once the policy instrument se-
quence unfolded after 2009, the provision of information arguably became more, not less, influential,
being a significant underlying factor in the ensuing Dieselgate scandal and the resulting adoption of a
more realistic ‘real world’ emission testing regime.

Summary: When and Where Were Negative Feedback Effects Significant?

It seems plausible to expect some negative policy feedback effects to appear in modern life. Otherwise,
once adopted, most policies would stand a relatively good chance of enduring, leaving the wider policy
landscape ‘frozen’ into place (Pierson, 2004: 77). However, the fundamental nature of climate change
politics, which we summarised in Chapter 2, is likely to make this outcome somewhat unlikely in practi-
ce. That being the case, how well did the patterns of empirical change reported in Chapters 5, 6 and 7 re-
late to the four propositions that we originally formulated in Chapter 2? First of all, we proposed that ne-
gative feedback effects will be more common when policy designs directly create losers. More specifi-
cally, policies that impose immediate and relatively concentrated costs on particular groups are more
likely to produce negative feedback effects than those that do not. The case of emission trading – and
especially its impacts on the high-carbon electricity generators and the energy-intensives – provided the
best and perhaps the only example of this. Second, we proposed that negative policy feedback effects are
more likely to appear when the losers – or those who perceive themselves to be at risk of losing – are po-



werful, well-organised and strongly mobilised (Mahoney and Thelen, 2010: 17). Again, the emission tra-
ding case (and especially the behaviour of the energy-intensives) provided the most obvious and only il-
lustration of this point, in the period after the creation of AEII. Third, we proposed that negative policy
feedback effects are more likely to appear if the original rationale for the policy was weak, strongly con-
tested and/or undermined by subsequent events. The events in the biofuels case provide the strongest
confirmation of this point. Finally, we proposed that negative policy feedback effects are more likely
when opponents have no alternative but to mobilise against the original policy. It is striking that across
all three cases, target groups opted rather quickly to ‘work within’ the existing policy by reforming it ra-
ther than bring about its downfall by ‘working outside’ it (Hacker, 2004: 246). The most obvious exam-
ples to be found across the fifteen policy instrument changes are the energy-intensives (in the emissions
trading case) and the opponents of first-generation biofuels (in the biofuels case). Having demonstrated
through their own inaction the ineffectiveness of their preferred approach (voluntary controls), most car
manufacturers7 opted to work within EU regulatory controls to ensure that they support their long-term
technological preferences.

8.4 Summary and Conclusions
Our main aim in this chapter has been to summarise the first-order policy feedback effects that flowed
from the three policy instruments that were introduced in Chapter 4 and were subsequently subjected to
more detailed analysis in Chapters 5, 6 and 7, with a particular focus on the effects created by the first
policy in each sequence. We noted the role played by resource/incentive and interpretive policy feedback
mechanisms. In Chapter 1, we defined policy feedback effects as the downstream consequences of an in-
strument without a complete feedback loop to subsequent changes to the instrument design itself. In this
chapter we have uncovered and explored the first-order effects on the identities, preferences and capaci-
ties of three prominent actor types in climate policy: target groups, governments and other relevant inte-
rest groups. In the opening chapters, we noted that since the early 2000s, the post-Pierson literatures on
policy feedback have had a strong focus on the effects on citizens and other mass publics; given their po-
licy focus has generally been on distributive forms of welfare state policy, the effects on interest organi-
sations and target groups have understandably received rather less attention.

In our analysis of policy feedback effects in a more regulatory policy setting (namely climate chan-
ge), we have revealed two main findings. With regards to the policy feedback effects, we have demon-
strated that the three original instruments generated feedback effects that affect all three group types, but
that the depth and timing of those effects varied markedly across the cases and over time. Thus the only
instrument to significantly affect government was emissions trading, which greatly empowered DG Envi-
ronment/DG CLIMA with increased resources and expertise, while transferring significant revenues to



national governments after 2013. The two instruments that had the most wide-ranging effects on other
interest groups were those relating to biofuel and emissions trading, greatly expanding the number and
diversity of those involved, as well as reshaping their policy preferences. The number of actors who have
participated in designing car emissions policy has, by contrast, remained relatively stable over time.

With regards to the operation of resource/incentive and interpretive feedback mechanisms, our em-
pirical chapters have usefully revealed that both mechanisms were at work, at least at some point, in all
three instrument sequences. It is worthwhile recalling that in Chapters 1 and 2 we noted that the existing
literatures on durability and feedback have mainly illustrated the functioning of particular types of me-
chanism, rather than test for the existence of the full array. However, only in the case of emissions tra-
ding did resource/incentive mechanisms play a pronounced role. This is at odds with the general assump-
tion in the existing literatures that the most coercive instruments (essentially regulation)8 produce the
most significant feedback effects operating through resource/incentive mechanisms. By contrast, inter-
pretive mechanisms – which have generally not received as much attention in the existing literatures –
were at work in all three sequences but were especially important (at least relative to resource/incentive
mechanisms) in two of the three cases: biofuels and car emissions.

Tracing out and explaining first-order effects is illuminating but time-consuming, especially across
thirty years of policy making encompassing fifteen instrument changes. Nonetheless, it is not sufficient
for an analysis of durability and policy feedback to only look at first-order effects. Rather, our analysis
has revealed the existence of much longer-running sequences of change, rather than a series of one-off
effects that were time-limited. Table 8.1 summarises the main sequences of instrument changes that have
ensued in the three sub-areas over time, drawing together the detailed findings of Chapters 4–7.

Table 8.1 Policy instrument sequences in the three areas of governance, 2003–2019*

The governance of
biofuels

The governance of
stationary emitters

The governance of car
emissions

Starting point Regulation Market-based Voluntary action

Original
instrument

2003 Biofuels Directive
(2003/30/EC)

2003 Emissions Trading
Directive (2003/87/EC)

1999 Voluntary Agreement
(Recommendation
1999/125/EC)

Policy change 1 2009 Renewable Energy
Directive (2009/28/EC)

2009 Directive
(2009/29/EC)

1999 Directive
(1999/94/EC)

Policy change 2 2015 ILUC Directive
(2015/1513)

2013 Backloading Decision
(1359/2013/EU)

2000 Decision
(1753/2000/EC)

Policy change 3 2018 RED II Directive
(2018/2001)

2015 Market Stability
Reserve Decision

2009 Regulation (443/2009)



(2015/1814)

Policy change 4 – 2018 Directive (2018/410) 2014 Regulation (333/2014)

Policy change 5 – –- 2019 Regulation (2019/631)

Final instrument Regulation Market-based Regulation

* Less significant instrument changes are shown in italics.

If we begin with the most coercive instrument (regulation), Table 8.1 reveals that the governance of
biofuels has evolved via a twenty-year sequence of changes that essentially remain regulatory in nature.
At the other end of the spectrum (starting with low coerciveness), the governance of car emissions has
moved – via another equally long and complicated policy design sequence – from a situation of effecti-
vely no controls on CO2 emissions, to a fairly ineffectual voluntary agreement through to a considerably
more coercive regulatory policy instrument which now appears to be rapidly locking into place. Finally,
mid-way in our continuum of instrument types are the market-based instruments. With respect to the go-
vernance of large stationary emitters, Table 8.1 reveals that over the course of the last twenty years,
emissions trading has gradually become locked in as the dominant policy instrument, although repeated
policy amendments have greatly increased its complexity over time.

In Chapters 5–7, we also uncovered some notable temporal patterns in the way that the three se-
quences unfolded, principally relating to the time taken for each individual instrument change to be deci-
ded upon and adopted (i.e. equating to the ease of each successive amendment over time) and how long
it existed (i.e. how long each amendment eventually endured), which we suspect offer insights into the
overarching theme of the entire book: long-term policy durability. Figures 8.1–8.4 draw together data
contained in Tables 5.1, 6.1 and 7.1. Figure 8.1 describes how long (in days) it took to make each instru-
ment change in the respective instrument sequences. On closer inspection, the speed of adoption has va-
ried quite significantly, ranging between 400 days (i.e. just over a year), for the 2019 Cars Regulation, to
nearly 1,200 days (i.e. over three years) for the voluntary agreement on cars. There was no appreciable
difference between the time taken to adopt instrument changes in one sub-area as compared to the other
two. With the exception of the car emissions sub-sector, it was also not the case that the initial instrument
took significantly longer to be adopted (the 2003 Biofuels and Emissions Trading Directives took 548
and 721 days to be adopted respectively) than its successors within each respective sequence.



Figure 8.1 Significant policy instrument changes: speed of adoption (in days)

Figure 8.2 Significant policy instrument changes: variation in adoption speed over time



Figure 8.3 Significant policy instrument changes: longevity (in days)

Figure 8.4 Significant policy instrument changes: variation in longevity over time

Figure 8.2 (which only focuses on the most significant instrument changes), displays the same data
but reveals how the speed of adoption changed at each successive step in each sequence. It reveals that in
the car emissions sub-area, the time taken to adopt each policy instrument change has declined signifi-
cantly and consistently over time. In the emission trading area, the speed of adoption declined sharply at
first, but after 2009 climbed steadily. In the biofuels area, no consistent temporal trend is apparent.

Turning to the related issue of instrument longevity, Figure 8.3 (which again encompasses all instru-
ment changes) describes how long each instrument lasted for in an essentially unamended form. Leaving
to one side the less significant instruments that do not have an end date (e.g. the 2000 Directive on con-
sumer information related to car emissions), longevity has varied quite significantly, ranging from just
over 2,000 days (i.e. just over five years – the 2015 ILUC Directive on biofuels) to over 4,500 days (i.e.
nearly twelve years – projected for the 2018 Emissions Trading Directive). Given that the standard legi-
slative term in the EU is five years (or circa 1,825 days), then every single instrument change in our sam-



ple managed to pass this basic durability threshold.9 In fact, the vast majority of instrument changes la-
sted for well over eight years (circa 3,000 days), suggesting that in general, most of the instrument chan-
ges in our sample were relatively durable.

Finally, Figure 8.4 describes how each instrument’s longevity (in days) varied across each successi-
ve step in their respective instrument sequence. It reveals that, in general, the second instrument in the
sequence lasted considerably longer than the first, but as time elapsed, longevity (measured in days) de-
clined but then eventually increased. To conclude, this chapter has mostly been concerned with descri-
bing and explicating the most significant first-order policy feedback effects created by the original policy
instrument in each sub-area, although in passing we noted subsequent policy changes when and where
they generally followed the same overall pattern of change as the initial amendment. The patterns in the
data presented in this section have underscored the need to go beyond direct, first-order feedback effects
and address the rather more vexed issue of policy feedbacks. In Chapter 1, we defined these as the politi-
cally consequential effects of a policy that operate via a set of intervening causal mechanisms to affect
itself. This analytical shift – from policy feedback effects to policy feedbacks – is necessary to answer
our first and third objectives, which we originally posed in Chapter 1. We address these challenges in our
final chapter.

Endnotes

1 A situation that is also relatively rare across EU environmental policy (Gravey and Jordan, 2016, 2019).

2 Its scope, however, remained broadly the same. See Table 5.1.

3 ACEA’s fall-back position was that it should be held by the Commission in an anonymised form.

4 In other words, not simply those producing the first-generation types.

5 Who by that time were under mounting pressure to achieve faster and deeper emission reductions (see
Chapter 7).

6 For example, in relation to carbon capture and storage, new energy efficiency measures or new renewable
energy technologies.

7 With the possible exception of companies such as VW that attempted to cheat the tests.

8 And of course subsidies, which are not included in our sample.

9 There are, of course, several other interpretations of policy durability (see Chapter 1), which we shall return
to in Chapter 9.





9

Durable by Design?
Policy Making in a Changing Climate

◈

You’ve got to think about big things while you’re doing small things, so that all the small things go in the
right direction

(Alvin Toffler)

9.1 Introduction
Policy durability is regularly identified as a critical ingredient in society’s response to the wicked policy
challenge of climate change. Over the course of the last three decades, many climate and energy policies
have been adopted. In fact, in Chapter 1 we noted that climate change probably constitutes one of the
most active sub-areas of environmental policy making. However, we also noted another, more ‘inconve-
nient truth’ about climate governance: that a surprisingly large number of climate policies are not suffi-
ciently durable or effective enough (van Renssen, 2018). Indeed, climate policy is widely regarded as
being especially susceptible to weakening and reversal (Rosenbloom et al., 2019: 168), because it gene-
rally targets powerful vested interest groups and does not deliver immediate and visible policy benefits to
voters.

The main aim of this book is to understand whether policy designers have sought to design more
durable policies that are supported by positive policy feedbacks and, if so, why, how and with what ef-
fects. Across eight chapters we have explored how designers have packaged together different sub-ele-
ments of public policy – long-term goals, instruments and specific instrument-level settings – to achieve
deeper and more rapid decarbonisation. We have done so in relation to the EU – an active adopter of new
climate policies (Jordan et al., 2010) and long-term decarbonisation targets stretching out to 2030 and
beyond (for a summary, see Chapter 3). But have EU policy designers sought, to paraphrase the futurist
Alvin Toffler who is quoted in the epigram of this chapter, to ensure that these sub-elements of policy
move in the same direction and are mutually supportive? We have attempted to break new analytical



ground by going beyond their formative moments to study the post-adoption feedbacks arising from th-
ree important instruments in the EU’s stock of policies – a regulation on biofuel production, a voluntary
agreement on CO2 emissions from cars and the EU Emissions Trading System – to arrive at a fuller un-
derstanding of both their durability over time and their ability to entrench deep decarbonisation dynamics
in broader society.

In this chapter, we draw together the various threads of our argument and address the three overar-
ching objectives identified in Chapter 1. In Section 9.2, we briefly restate the main findings of Chapter 8
on the main policy feedback mechanisms and effects that flowed from the three instruments in the period
immediately after their adoption (i.e. Objective 2). In Section 9.3, we complete the feedback loop (or,
more correctly, loops in extended policy sequences) by moving from first-order effects to explore how
far they reshaped subsequent policy making in ways that affected the durability of policy in each sequen-
ce (i.e. Objective 3). In Section 9.4, we explore the motives of the original designers and the design spa-
ce in which they were operating (i.e. Objective 1) to understand the extent to which they intentionally
nurtured positive feedback to create greater policy durability. In Section 9.5, we return to the main theme
of the book – policy durability by design – and derive some general conclusions about its determinants
and unfolding effects. Finally, we reflect on the implications of our findings for debates on policy durabi-
lity and policy design in other policy areas and political settings.

9.2 Policy Feedback Effects and Mechanisms
In our opening chapter, we noted that a durable policy generates positive policy feedbacks that foster and
sustain its own political support base. Such policies trigger legacy effects that persist long ‘after the wa-
ning of the political forces that generated their original enactment’ (Jenkins and Patashnik, 2012: 15). In
Chapter 1, we also noted that in order to understand how far and through which pathways policies feed
back on themselves, analysts must first understand their first-order political effects on actors, their prefe-
rences and the coalitions that they build with other actors. We defined policy feedback effects as the do-
wnstream consequences of an instrument without a complete feedback loop to the original instrument.
Strictly defined, policy feedback is both different and more difficult to study than effects: it relates to
what happens when a given policy operates via a set of intervening causal mechanisms eventually to af-
fect itself. Durable policies create positive policy feedbacks and reinforce themselves, whereas fragile
policies create negative policy feedbacks and undermine themselves. Instrument sequences involve a se-
ries of interlinked policy changes, connected to one another via a series of policy feedbacks.

Our first aim was to employ process tracing methods to uncover the feedback effects and mechani-
sms that emerged after the initial moment of adoption (Objective 2). This type of analytical work sits
squarely within the home domain of policy feedback research which has, as noted in Chapter 1, long



sought to document the diverse array of feedback effects that can potentially arise in relation to govern-
ment ministries and agencies (Patashnik, 2008: 30), through to voters and members of the public (Mettler
and SoRelle, 2014: 151). The existing literatures suggest that some policies may have wide-ranging ef-
fects on such actors – altering their goals, their identities and their political strategies (Skocpol, 1992:
58). In Chapters 5, 6 and 7 we followed Skocpol (1992: 58) and Pierson (2006: 118) and concentrated on
identifying which actors were most heavily impacted by each instrument, documenting relevant effects
on their capacity to act and their policy preferences.

Changing Actor Identities, Capacities and Preferences

In terms of the actors that were impacted, in his influential agenda-setting article Pierson (1993) original-
ly focused on government elites, interest groups and mass publics. Given that climate change is an essen-
tially regulatory policy issue area, we opted to focus on the first-order effects on government, target
groups and other interest groups. It is notable that all three of the original instruments we examined ge-
nerated policy feedback effects on these actor types, including the least coercive one (the voluntary
agreement on car emissions). However, the depth and timing of those effects varied significantly within
and between the three sequences, as well as over time. The only instrument to have significantly affected
government (particularly the European Commission and the Member States) was emissions trading, whi-
ch greatly empowered DG Environment and DG CLIMA and reallocated resources to national govern-
ments via auctioning. This is a notable finding because bureaucratic effects were originally highlighted
by Pierson (1993), but have since fallen out of academic fashion (Béland and Schlager, 2019: 201). The
target groups that were most directly impacted were those in the emissions trading system, chiefly the
low-carbon electricity generators (who benefited and/or could pass on any costs) and the energy-intensi-
ve industries and high-carbon generators (who bore many of the costs). By contrast, the two instruments
that had the most wide-ranging effects on other interest groups were those related to biofuel and emis-
sions trading; they significantly expanded the number and the diversity of the actors involved in the asso-
ciated design processes.

Actor capacities were also directly impacted by policy feedback effects but to different extents and
at different points in time. As noted in Chapter 6, the electricity generators (and especially those with
low-carbon portfolios), were the chief beneficiaries of the ETS in the period 2003–2009. Their pre-exi-
sting capacity to engage in and influence design processes was already significant, but the ETS firmly en-
trenched their position as elite actors. By contrast, the car producers initially formed a powerful bloc that
acted to foreclose the prevailing design space, but the failure of the voluntary agreement weakened their
epistemic authority (through negative learning – the revelation that voluntary governance was not fit for
purpose). In Chapter 8, we revealed that the environmental groups in all three cases were significantly



empowered by interpretive feedback mechanisms, chiefly the information generated from monitoring
emissions from ETS installations and biofuel production.

In principle, changes in actor preferences should provide an insight into the direction of any policy
feedbacks. In very general terms, positive feedbacks are self-reinforcing and self-amplifying. Policies
that trigger them directly incentivise actors – and specifically target groups – to align their preferences
and activities with them (Thelen, 2006: 155). As a result, the policies become more politically stable and
hence more durable over time. Emissions trading provided the best example of a positive feedback dyna-
mic, that chiefly ran through to government and some target groups (namely the electricity generators),
both of whom became increasingly convinced of the merits of trading. Had biofuel policies created a set
of new interest groups favouring the expansion of second and third-generation biofuels (along the same
lines as the powerful American Association of Retired Persons in the USA for example; Béland and
Schlager, 2019: 188), the effects and the resulting feedbacks might have been more durable.

By contrast, policies that produce negative feedback effects actively trigger opposition to themsel-
ves, which can directly undermine their own durability (Weaver, 2010: 137) by opening up new opportu-
nities for opponents to amend, weaken and possibly even dismantle them (Jacobs and Weaver, 2015).
The most prominent example was the emergence of the new coalition against ‘dirty’ biofuels which ex-
panded rapidly between 2003 and 2009, drawing in new members, many from ‘non’ environmental sec-
tors such as international development organisations. Another example was the creation of the Alliance
of Energy Intensive Industries in the early 2000s following the adoption of the 2003 Emissions Trading
Directive. Initially weak and fragmented, the energy-intensives quickly coalesced into a new group whi-
ch initially sought to replace emissions trading with another instrument, but gradually accepted that this
could not be done and instead fought for a variety of opt-outs, delayed targets and special measures (e.g.
free allowances). The emergence of new coalitions that are directly opposed to an instrument is a classic
example of a negative policy feedback effect.

One of the most well-known challenges confronting policy feedback researchers is that of endoge-
neity (Campbell, 2012: 334; Mettler and SoRelle, 2014: 173), or of demonstrating that any observed ef-
fects were produced by the policy in question rather than other factors. In Chapter 2, we explained that
we would address this challenge in three main ways: (1) by carefully uncovering the causal mechanisms
(i.e. the feedback mechanisms) in the three sequences; (2) by employing counterfactuals; (3) and by ex-
plicating the interaction between endogenous and exogenous factors. With regards to the first of these, in
Chapter 8 we sought to uncover the role of the two main feedback mechanisms across the three initial
instruments, an important dimension that is routinely neglected by policy scientists (Capano and How-
lett, 2019: 15). We revealed that both were at work, at least at some point in the opening parts of all three
instrument sequences. It is worth recalling that the existing literatures on durability and feedback have
tended to explicate the functioning of a specific mechanism (or mechanisms) rather than the full array.1

Only in the case of emissions trading were resource/incentive mechanisms dominant. This is at odds with



the general finding in the existing literatures that the most coercive instruments (essentially regulation)2

produce the most significant positive feedbacks effects, largely via resource/incentive mechanisms.3

By contrast, interpretive mechanisms were at work across all three cases, but were relatively more
influential in two of them – biofuels and car emissions – that at least initially, scored low in terms of
coerciveness. There are several reasons why this is an important finding. First, interpretive mechanisms
have generally received less attention in the existing literatures, despite Pierson’s (1993: 611, 626) re-
minder that knowledge can be a very powerful political resource in design processes. Second, such me-
chanisms may generate significant feedback effects even in the absence of powerful new flows of finance
or technology. Or to put it slightly differently, our cases revealed that the EU does not have to adopt
stringent regulations or establish significant new resource/incentive flows (such as R&D subsidies) to de-
cisively reshape the politics of decarbonisation (see also Béland and Schlager, 2019: 192). Third, the exi-
sting literatures have generally paid more attention to the effects of interpretive mechanisms on govern-
ment than other actor types, but our three cases (and especially the ones relating to biofuels and the latter
stages of the car emissions saga) reveal that they also have influential effects on other interest groups,
including environmental groups for whom new knowledge became a vital new campaigning resource
(see Pierson, 1993: 619 and Mol, 2006).

Turning to the second analytical response (counterfactuals – a structured exploration of what the
world may have looked like ‘without’ the policy): these are sometimes employed by scholars of policy
durability (Béland, 2010: 712), but they are not necessarily always employed in a consistent or analyti-
cally transparent manner (Pahle et al., 2018: 865). In some respects, even during the initial stages of a
long sequence, the potential number of ‘no policy’ scenarios can become unfeasibly large (Kay, 2005:
554). In order, therefore, to simplify as much as possible, we took the counterfactual situation to refer to
what the world might have looked like in the first few stages of an instrument sequence (essentially
2003–2009) without any EU policy. What does this counterfactual look like? If we start at the coercive
end of our instrument spectrum (regulation), the main reason that the 2003 Biofuels Directive was adop-
ted relatively quickly was because it was relatively low in stringency, required no significant up-front in-
vestments and was restricted in scope to transport uses. Weak feedback effects in both directions were,
therefore, a priori to be expected. However, by raising public awareness of the deleterious side-effects of
rapid expansion, this directive aligned with and accentuated public concerns that were beginning to
emerge in other parts of the world (such as the USA and Brazil) where biofuel production (and policies)
was more advanced. These effects – principally generated via interpretive mechanisms – were the most
significant of those generated by the Directive. As regards emissions trading, independent counterfactual
analyses conducted by economists have already revealed that the emission reductions in the first two
Phases (2005–2012) were relatively meagre (see Chapter 4). Our own approach reveals that the most si-
gnificant differences between the ‘with policy’ situation and the counterfactual were, if anything, politi-



cal not environmental, in the sense that the 2003 Directive altered actor coalitions and policy preferences
amongst actors including the Member States, the electricity generators and the energy-intensives. Finally,
the ‘no policy’ scenario in the area of car emissions is likely to have been very similar to the ‘with
policy’ situation given how weak the voluntary agreement was (Jordan and Matt, 2014) and hence failed
to generate significant feedback effects in either direction. We shall discuss the third analytical response
(disentangling endogenous from exogenous drivers) in Section 9.3.

Different Policy Feedback Directions

In the opening chapter, we noted that the literatures on durability and feedback have been heavily preoc-
cupied with documenting and explaining positive feedback effects. Pierson (2004: 35) even assumed that
‘most policies […] are generally subject’ to them. More recent contributions have nuanced his claims by
drawing more attention to the negative feedback effects generated by some policies (Weaver, 2010; Ja-
cobs and Weaver, 2015). In a sense they recall the point originally made by Schattschneider (1935),
whom we quoted at the start of Chapter 1, that most policies simultaneously create winners (and hence
supporters) and losers (and hence opponents).

By employing a forward-tracing approach, we were able to confirm that both directions were pre-
sent in all three sequences. There are three potentially significant implications of this particular finding.
First of all, positive policy feedback effects were not, as Pierson originally claimed, the norm; both types
were present. Just as importantly, negative feedbacks effects were not – as we suggested in Chapter 2 –
necessarily automatic either, which is significant given that climate policy is widely associated with acti-
vities that trigger political opposition from large, incumbent players such as stationery emitters, and in
wider civil society (e.g., the 2018 Gilets Jaunes protests). Second, positive and negative feedback effects
often flowed from the same policy instrument. Looking across the three sequences, it is striking that all
three generated some positive feedback effects, although as noted above, their significance varied. The
effects were most strongly positive in relation to emissions trading; they were much weaker and/or ab-
sent in the other two cases. By contrast, all three instruments generated at least some negative feedback
effects, although their scale and significance also varied, as did the mechanisms at work. Only in two ca-
ses – emissions trading and biofuels – were we able to detect significant negative feedback effects during
the immediate post-adoption period. Crucially, if the feedback effects run in both directions, what may
ultimately matter more is not the absolute magnitude of either, but the net effect of both on actors, coali-
tions and, ultimately, the original policy.

Third, the positive and negative feedback effects were relatively long-running and long-lasting. This
finding is probably less surprising for the positive feedback effects, being heavily tied to Pierson’s (1993,
1994) evident fascination with the most durable and ‘locked-in’ policies. More puzzling, however, was
the relative persistence of negative feedback effects, which were not only present in the first stage of the



three sequences but persisted after subsequent policy amendments. Weaver (2010: 139) has helpfully ar-
gued that policies that generate negative feedbacks do not last long, yet some of the negative feedback
effects in our policy sequences persisted for many decades, i.e. even when the policy in question was re-
latively durable. We shall return to this puzzling co-existence when we reflect on the nature of policy du-
rability in Section 9.5.

Policy Feedback Effects: A Summary

Our analytical approach – of starting with policy designs and forward tracing the political feedback me-
chanisms and effects – has proven useful in revealing just how readily policy feeds back into politics – a
long-standing and, in many ways, the most fundamental concern for all policy feedback scholars. Our
analysis has confirmed that during the earlier phases of all three sequences, the initial design did not de-
termine political effects in a crudely deterministic manner, but rather shaped the nature of the subsequent
politics by affecting actor identifies, capacities, coalitions and preferences (Weaver, 1988: 261; Patash-
nik, 2000: 188). What was especially influential was not the absolute level of the resource flows genera-
ted by each instrument, but rather the size, duration and visibility of the benefits and the costs relative to
the status quo (Jacobs and Mettler, 2018: 350; Béland and Schlager, 2019: 192). In doing so, we have ge-
nerated more conditional explanations of feedback effects that reveal ‘how policies matter and under
what conditions’ (Pierson, 1993: 627). We have also demonstrated that in a more regulatory policy area,
interpretive mechanisms seem to play a more significant role than is commonly thought. In recent years,
the interpretive mechanisms operating through informational tools have been written off as ‘cost efficient
but often ineffective’ (Howlett, 2019: 107). Our analysis has instead demonstrated that when adequately
targeted at focal points in the design process (such as ex post evaluations and flexibility clauses), new in-
formation may trigger new political dynamics, culminating in focusing events such as the campaigns
against ‘dirty’ biofuels and diesel engines (Dieselgate). Finally, starting with policy formulation proces-
ses and forward tracing out the subsequent political effects has furnished valuable new insights into whi-
ch actors successfully anticipated the ensuing feedback effects, which often affected who enjoyed greater
political power. The large electricity generators stand out in this regard; they have powerfully entrenched
their dominant position in the energy sector. By contrast, the biofuel producers proved themselves inca-
pable of anticipating let alone steering the political effects of the EU’s policy designs. In the initial phase
of the car emissions saga, the manufacturers successfully anticipated the policy’s unfolding effects, but
as time went on and exogenous conditions changed, some were better able to anticipate and prosper from
the policy feedback effects than others, a dynamic which is now driving fundamental structural transfor-
mations in the entire sector (i.e. namely the decline of diesel, the electrification of powertrains and the
advent of driverless vehicles).



9.3 Policy Feedback

From Feedback Effects to Feedback Loops
Our third objective was to understand why and to what extent the feedback effects outlined above affec-
ted the durability of the original policy and others. Did, in other words, the combined effect of the negati-
ve and positive feedback effects strengthen the original policy (thus rendering it more durable) or did
they undermine it (thus rendering it more fragile)? At this point we have to move from somewhat linear
(but still complicated) cause-effect relationships during the early phases of sequences (Meckling, 2019:
320), to more complicated instrument sequences of the type depicted in Table 8.1. In Table 2.3 we outli-
ned two archetypal policy feedback sequences: one positive (leading to greater policy durability); the
other negative (leading to greater fragility). When the net feedback effect is positive over time, we
should expect the original policy P to be reinforced at t+1, t+2, t+3 etc. (Pierson, 2004: 174). As a conse-
quence, what may originally have been a contested policy gradually drops out of political debate and be-
comes an accepted part of the wider policy landscape. Therefore, the original policy is reinforced at t + 1,
t + 2, t + 3, etc. (Pierson, 2004: 174), perhaps in the most extreme cases culminating in significant policy
lock-ins (Béland and Schlager, 2019: 189). More specifically, in archetypal positive feedback sequences,
policy instruments become more stringent, broader in scope and more future-focused (which in Table 2.3
we labelled ‘stringency’, ‘scope’ and ‘timeframe’ respectively). In Chapter 1, we also suggested that the
lifespan of each amendment is likely to increase and the speed of adoption (of subsequent amendments)
to decrease. In climate policy, this would equate to a sequence in which the policies, practices and tech-
nologies of deep decarbonisation become steadily more locked in over time.

If, on the other hand, the net direction of feedback is negative, then the initial policy P would be un-
dermined at t + 1, which could in turn trigger a set of responses ranging from fairly small adjustments in
the precise calibration of its constituent policy instrument, through to its collapse and possible replace-
ment with a new instrument (P2) at t + 1 or t + 2 etc. Therefore, in archetypal negative feedback sequen-
ces, instruments become less stringent over time, narrower in scope and less future-focused. In Chapter
1, we suggested that the lifespan of each successive amendment would likely decrease and the speed of
adoption would decrease. In Chapter 2, we suggested that such sequences are more likely to appear
when, as in climate governance, policy designers are under political pressure to impose upfront costs on
target groups. This would correspond to a sequence in which the new policies, social practices and pre-
vailing technologies of deep decarbonisation are gradually locked out over time.

Policy Feedback Sequences

From a purely policy feedback perspective, we suggested that the factor most likely to tip the balance in
favour of one policy sequence as opposed to the other is the extent to which the first instrument reshapes
the identities, preferences and capacities of the actors that sought to steer policy during the initial formu-



lation and adoption processes. When the net effect is positive, the supportive coalition will prevail and/or
grow stronger and the original instrument is more likely to be strengthened, and vice versa. However, in
Chapter 1, we also suggested that three additional factors may be influential:

In Chapters 5–7, we described a number of significant alterations in the stringency, scope and timeframe
of the instruments in each instrument sequence. Drawing on the material summarised in Tables 5.1, 6.1
and 7.1, Figures 9.1–9.3 depict the key characteristics of the three sequences. Again, we present these in
order of the coerciveness of the initial instrument (i.e. regulatory, market-based and then voluntary). Fi-
gure 9.1 presents the main changes that have emerged in the area of biofuels, which in Chapter 5 we cha-
racterised as an extended regulatory sequence. The four boxes at the top represent the four main instru-
ment changes in the sequence in which they were adopted (i.e. the 2003 Biofuels Directive through to the
2018 Renewable Energy Directive II), and the arrows represent the most significant feedbacks during the
intervening periods. Lower down, we present key information on the speed of adoption (in days) and
how long each amendment lasted for (‘lifespan’ – in days). Below that, we summarise the most signifi-
cant changes in instrument stringency, scope and timeframe.

The mediating effect of any flexibility devices that were incorporated into the instrument’s design.
For example, did monitoring reveal shortfalls in performance, or was a flexibility clause built in
to provide a predictable opportunity to pursue policy change?

The presence of policy entrepreneurs – for us, actors who have the means and the motivation to
track sequences and seize new opportunities created by evolving feedback mechanisms. Target
groups generally have a vested interest in remaining engaged. But in the absence of policy entre-
preneurs, a policy may be too complicated and its effects too hidden for mass publics and other
interest groups to appreciate that they are even being affected by it (Béland, 2010: 579) – a rather
likely scenario in relation to many aspects of climate policy (see Chapter 2).

The presence of exogenous pressures for change that policy designers may feel compelled to re-
spond to. For example, to what extent did international climate negotiations put pressure on EU
actors to secure faster and deeper emission cuts? Or did changes in the world economy motivate
businesses to lobby for reductions in the policy’s scope and stringency?



Figure 9.1 Biofuels: significant feedback directions

Figure 9.2 Emissions trading: significant feedback directions



Figure 9.3 Car emissions: significant feedback directions

Figure 9.1 confirms that the governance of biofuels has indeed evolved via an extended sequence
through which fairly weak regulatory targets relating to all biofuels have been replaced by mandatory
targets, including a cap on the production of first-generation fuels and, more recently, binding targets that
promote the consumption of the second- and third-generation types. None of the amendments triggered
strong positive feedbacks; all have been somewhat undermined by medium to strong negative feedback
effects. There has been no consistent trend in the adoption speed or lifespan of the instruments, which
essentially remain regulatory in nature. Overall, deep decarbonisation in the sequence has neither been
decisively locked in nor locked out; rather, policy has entered an inconclusive cul-de-sac (see also Biber,
et al., 2017: 640).

Figure 9.2 describes the key characteristics of the instrument sequence in relation to emissions tra-
ding. Although it covers roughly the same period of time as biofuels (2003–2019), we have focused on
fewer significant policy changes (three instead of four) and the combined feedbacks have been mostly
positive. Although the speed of adoption has fluctuated, the lifespan of each instrument change in the se-
quence has generally increased (see also Figures 8.2 and 8.4). Over time, instrument scope, stringency
and timeframe have increased. In Chapter 5, we described the overall sequence as one in which the in-
strument of emissions trading has been progressively locked in over time. In spite of the near constant
travails experienced by the instrument, deep decarbonisation may finally be in the process of being loc-
ked in. At the time of this writing, allowance prices are around €30 per tonne and resource/incentive and



interpretive mechanisms continue to strengthen the coalitions favouring even higher policy stringency.
This case could therefore be described as one of incipient decarbonisation.

At the other end of the spectrum, the governance of car emissions has moved – via an equally long
sequence – from a situation of virtually no controls on CO2 emissions, through to a fairly ineffectual vo-
luntary agreement and ending with a far tougher regulatory system. Figure 9.3 reveals that over time, the
net policy feedback has shifted from roughly zero (i.e. positive and negative feedback effects more or
less cancelling one another out) to broadly positive. In general, the speed of adoption has declined and
the lifespan of each successive instrument change has generally increased. Over time, instrument strin-
gency and timeframe have generally increased. Overall, deep decarbonisation in the sequence is finally –
but gradually – being locked in, culminating in what appear to be long-lasting technological transforma-
tions across the entire sector (essentially from fossil-fuelled to electrically powered vehicles).

The Evolving Dynamics of Policy Feedback

Across all three cases, the unfolding sequences were heavily shaped by the manner in which each succes-
sive policy change reconfigured the coalitions favouring policy durability and/or change. In the area of
biofuels, the negative effects of the original 2003 Directive fractured the coalition of existing producers
that had originally favoured biofuel expansion. New fault lines began to open up between those that had
invested in bioethanol and those that had invested in biodiesel, as well as those who were keen to exploit
new markets for the second- and third-generation alternatives and those that simply wanted to secure a
rate of return on their investments in the first-generation fuel types. No new pro-policy coalition has
emerged within the Commission itself, supported and empowered by feedback effects from the original
instrument in the sequence. On the contrary, conflicts between DGs and between the Commission and the
Parliament have sharpened, as new opponents such as the international development charities have tried
to force their way into policy design discussions. To quote Emmanuel Desplechin, Secretary General of
ePure, the bioethanol industry association, the EU has, through an extended sequence of changes, gra-
dually recognised that not all biofuels ‘are created equal’ (Gyekye, 2018a) – a fact that continues to feed
into and energise politics across the sector, accentuating uncertainty, rendering policy fragile and repea-
tedly undermining new business investment (Oliver, 2014).

In the area of emission trading, the initially decentralised, free allocation-focused instrument dispro-
portionately benefited those who were initially sceptical – the energy-intensives and the high-carbon
electricity generators – who, buoyed by increasing support from government actors, environmental
NGOs and market intermediaries, helped to enhance the instrument’s durability. Low allowance prices
and frustrations with decentralised allocation won the European Commission and the European Parlia-
ment new allies among the Member States for policy centralisation and increased auctioning. In turn, this
dynamic gave Member States a new material incentive to seek policy reforms to push up allowance pri-



ces. Backloading and the Market Stability Reserve facilitated greater stringency, which was further en-
hanced after 2020 as a result of the 2018 Directive. The net effect of these changes was rather surprising:
a policy instrument that for long periods had been derided as weak and ineffectual has been repeatedly
tightened so that following the adoption of the 2018 Directive is now seemingly attaining the once elusi-
ve goal of consistently high allowance prices (Marcu et al., 2019).

Finally, in the area of car emissions, existing scholarship has repeatedly demonstrated how political-
ly and economically powerful incumbent players – namely the manufacturers of the largest cars – enjoy
long-term influence over the direction and the temporality of policy design (Jordan and Matt, 2014). Ini-
tially, the long and painful process of adopting what was only ever a weak voluntary agreement followed
a similar historical trajectory. The 1998 agreement fully reflected the producers’ unwillingness to invest
in the EU’s plans for deep decarbonisation, thus permitting them to achieve incremental adjustments to
their existing engine technologies. But endogenous pressures for change generated within the agreement
itself gradually fed through to and destabilised that coalition of incumbent players, hastening the shift
towards more coercive instruments. Even so, the coalition fought every single step of the way, such that
almost every single policy design feature that could conceivably have been contested, was fiercely conte-
sted. Even seemingly inconsequential technical matters such as how to measure a vehicle’s weight or its
tail-pipe emissions were repeatedly and rigorously challenged.

Although the shifts in the coalitions within each sequence were influential, so too were the three
other factors noted above. First of all, exogenous developments helped to shape the broad parameters in
which new designs were bargained over amongst the pro- and anti-reform coalitions. For example, im-
provements in the global economic situation have generally increased economic activity within the EU,
pushing up emissions, whereas worldwide recessions have generally had the opposite effect. To give an
example of how this altered the interplay between the coalitions in the car sector, economic growth after
2000 increased the passenger kilometres travelled (together with the demand for larger and more pollu-
ting cars), fatally undermining the assumptions of the voluntary agreement. But by the time the Commis-
sion sought to secure political agreement on the 2009 Regulation, the worldwide recession had made it
harder to design in more coercive measures. Suddenly, the car producers felt emboldened to fight for si-
gnificant concessions and it was the pro-decarbonisation coalition that found itself on the back foot. Very
similar cyclical dynamics were apparent in the other two sequences.

The other important exogenous dynamic lay in the international climate regime. In general, the in-
ternational regime and its own development increased the political pressure to change the EU-level in-
struments studied in this book, a typical example being the effect of the Paris Agreement on policy strin-
gency after the 2018 Emissions Trading Directive. However, at several critical points – noted in Chapter
3 – the European Commission found itself under pressure from EU-level actors (e.g. the Central and Ea-
stern European Member States or the energy-intensive industry associations) to prevent EU policy from



advancing too far ahead of other countries such as the USA and China. The most noteworthy examples
of how these pressures affected policy design discussions can be found in the period immediately after
the Copenhagen conference in December 2009. On some occasions, exogenous developments unexpec-
tedly combined to exert pressure on pro-decarbonisation coalitions, e.g. after 2008–2009 when the global
financial crisis (which dramatically reduced the price of emission allowances) coincided with the diplo-
matic failure at Copenhagen. They made all businesses wary of policy change, even those that were sup-
portive of the general goal of deeper and faster decarbonisation over the long term.

Within these exogenous constraints, policy entrepreneurs were able to capitalise on endogenous dy-
namics to steer the three sequences towards deeper decarbonisation. Although many actors have perfor-
med important entrepreneurial functions (Sandbag in relation to emissions trading and T&E with respect
to car emissions), chief amongst them was undoubtedly the European Commission. Freed from the need
to continually seek re-election, it was able to play a long game, waiting for policy windows of opportuni-
ty and diving through them when they opened up (Di Lucia and Nilsson, 2007: 540; Palmer, 2015: 281).
Amongst the main EU institutions and across all three sequences, it was the most persistent and forceful
advocate of the instruments in the first place. Once they were in place and established (a not inconsidera-
ble challenge in its own right – think back to the protracted battle to adopt the voluntary agreement on
car emissions), it sought – albeit not always successfully – to increase their stringency, scope and time-
frame. Although many unexpected design challenges had to be navigated along the way, positive feed-
back effects, as in the cases of the Emissions Trading System, gradually empowered it to seek continual
reforms to entrench deep decarbonisation dynamics.

Finally, the EU may well be unusually open to policy entrepreneurs. But in a very basic sense, one
of them – the European Commission – was itself a striking example of a polity-based durability device.
The original designers of the EU created it to take a long-term view. But it was also instrumental in in-
serting flexibility clauses into new EU policies that required information to be collected and dissemina-
ted, ex post evaluations to be performed and new policy proposals to be produced. These flexibility devi-
ces, which often had the backing of the European Parliament, facilitated feedback mechanisms and crea-
ted new opportunities to redesign existing policies well before their planned point of termination. Just as
importantly, once triggered, the review clauses that the Commission had fought for functioned as impor-
tant focusing events. They ensured that policy debates were never fully closed even when it was in the
interest of powerful, incumbent actors to do so. Two cases in particular – biofuels and car emissions –
were replete with examples of this phenomenon.

Policy Feedback: A Summary

There is a marked tendency in the existing literatures to only focus on some policy feedback effects
and/or on certain actors, rather than the full array of effects and actors, rendering it difficult to understand



the feedback loops back to the original policies. Consequently, many of the crucial determinants of poli-
cy lock-in remain in shadow and policy theories privilege exogenous over endogenous source of policy
change. Admittedly, moving from effects to feedbacks is analytically challenging: it means studying long
sequences of change over many decades (see Table 8.1), each interspersed by periods of feedback that
may run in both directions at the same time. However, we have demonstrated that it has mostly been a
fruitful strategy: across all three areas we have demonstrated that the original instruments did change, in
at least one case (car emissions) by a significant amount, i.e. from one end of the coerciveness spectrum
(voluntarism) to the other (regulation).

Second, we learned that the original instruments (P) were impacted in a host of different ways. The
car emissions case offers the only example of wholesale instrument change, in stark contrast to biofuels
in which the original regulatory sequence was only gradually amended. But at the level of instrument set-
tings – the stuff of mundane, everyday governance – there was a near constant variation in stringency,
scope and timeframe. In fact, the changes in instrument settings sometimes moved in different directions
at the same time (see also Pahle et al., 2018: 861). However, a close inspection of Figures 9.1–9.3 re-
veals that none resulted in a consistent reduction in stringency, scope and timeframe.4 The Commission’s
strategy is very often to do just that: to make significant concessions during the initial adoption of an in-
strument in the sequence and then use that as a platform to build on. The resulting pattern – which has
been described as ‘ratcheting up stringency though policy sequencing’ (Pahle et al., 2018: 861) – has
also been detected in areas such as renewable energy support (Seto et al., 2016: 436).

Third, the instruments fed back not only on themselves, but on some of the other internal elements
of policy elaborated in Chapter 3. For example, over time, positive policy feedback sustained the instru-
ment of emissions trading, so that by 2008–2009 its complete removal was no longer regarded as a reali-
stic design aim. Meanwhile, negative feedback related to the policy’s settings, decreasing actor support
for the status quo because of low allowance prices, allowed advocates of deep decarbonisation to increa-
se the instrument’s stringency and scope to address these issues.5 Our findings therefore underline the
importance of not treating policies as undifferentiated monoliths (Kay, 2005: 560). On the contrary, care-
ful, multi-level analysis reveals how feedbacks operate simultaneously within the same instrument se-
quence as well as different levels of policy (goals, instruments and settings). In short, while undoubtedly
challenging, such work is more likely to capture the multi-dimensionality of policy durability and feed-
back (Jacobs and Mettler, 2018: 350).

Finally, the one element of policy that was not significantly affected by negative feedbacks was the
overarching paradigm6 of deep decarbonisation. In relation to Hall’s (1993) influential account of policy
change, repeated negative feedbacks at the level of instruments gradually undermined the viability of the
entire paradigm. But in our three sequences, the paradigm persisted. In fact, some negative feedback ar-
guably contributed to the resilience of the broader paradigm. One explanation for this somewhat parado-



xical outcome is that instruments do not simply generate negative feedbacks; they may also generate po-
sitive feedbacks (in this study, emissions trading and car emissions after 2009). What mattered in other
words, was the net effect.7

9.4 The Policy Design Process: The Designers and Their
Intentions

Having examined policy feedback, we now turn to Objective 1, which related to the formative moments
of each instrument. In this section we shall identify the main designers, examine their intentions and
priorities, and the constraints they were operating under. We shall conclude by examining the extent to
which the conscious manipulation of policy feedback to achieve greater durability was an explicit priori-
ty – as originally suggested by Pierson (1993: fn. 59) – and expressed in the title of this book – Durabili-
ty by Design. To be clear, in Chapter 1 we argued that to count as ‘intentional’ any observed effects do
not have to perfectly correspond with what was originally intended (Goodin, 1996: 28); rather, we have
attempted to investigate what effects were generated when actors consciously sought to shape the future.

The normative case for taking bold and decisive steps to accelerate decarbonisation transitions is
well known (Eskridge and Ferejohn, 2001: 1271). In some respects, it has become the holy grail of cli-
mate activists (Parson and Karwat, 2011: 751; Rosenbloom et al., 2019: 168). In Chapter 1, we noted
that hopes have regularly been expressed that more durable policies will nurture a sense of expectation
within broader society that deep decarbonisation is inevitable and will steadily become locked into socie-
ties (as in Hacker and Pierson, 2014: 652). Henceforth, all actors – including but not restricted to target
groups – should adapt accordingly because henceforth society is on a path to net-zero emissions and the-
re will be no going back. And yet for those of us who are prepared to study policy design ‘as it is and not
as we would like it to be’ (Flanagan et al., 2011: 711), we should remember that even when some actors
are more future-focused, some will not be and hence intentional policy design for the very long term is
likely to remain immensely difficult (Pierson, 2000). When path dependence takes root – as it arguably
has in relation to the heavily carbonised ways of living that underpin everyday life in all policy sectors –
it is often the unintended outcome of a multitude of individual steps (cf. Levin et al., 2012: 138; Rosen-
bloom et al., 2019: 172). And once policy lock-ins become entrenched, they can be exceedingly difficult
to dislodge or, to use Pierson’s (1994) terminology, ‘dismantle’. If this is as true for deep decarbonisation
as it has been for welfare state reform, the probability of limiting warming even to 2°C is likely to be
very low indeed.

Who Were the Designers?

In Chapter 1, we explained that our aim was to empirically explore the middle ground between two so-



mewhat polarised views of policy design (Peters, 2018). This middle ground regards design as a process
though which policy makers respond to problems; those like us who are working in the middle ground
seek to describe and explain that response process. They appreciate the importance – perhaps even ne-
cessity – of design in relation to some especially wicked problems such as climate change but seek to un-
derstand the political challenges that arise in practice. In climate policy, after securing agreement on the
need for a new policy, the next most difficult challenge is probably how to strike a balance between si-
multaneous demands for greater durability and flexibility within its design (Goodin, 1996).

Chapters 3–7 amply confirmed that design within the EU was not dominated by a single rational po-
licy designer. Rather than a single path or sequence to deep decarbonisation that all actors agree upon,
they reveal an almost constant process of contestation involving many actors, centring on both the means
and the ends of policy (Rosenbloom et al., 2019: 169). For us, the key designers were governments, tar-
get groups and other interest groups. Their behaviour often confounded general expectations. Politicians
– and chiefly Heads of State – are often assumed to be myopic and incrementalist, but at key junctures
(such as the agreement of policy programme-level goals for 2020 and 2030) they aimed for – and in lar-
ge measure were able to adopt – a longer-term view in collaboration with proposals from the Commis-
sion. By contrast, target groups – and specifically large businesses – are often assumed to be well-organi-
sed repeat players that have the means and the motivation to think well beyond the next election (Hacker,
Pierson and Thelen, 2013: 32–33). But in all our cases business was not monolithic: at many critical
junctures, industries clashed with each other (electricity generators vs. the energy-intensives; biodiesel
producers vs. bioethanol producers; car manufacturers vs. fuel suppliers etc.). Even the European Com-
mission, which as we have already noted is in principle the EU’s policy formulator and thus the closest
approximation to a decarbonisation transition ‘manager’, was forced to bargain and compromise to ad-
vance deep decarbonisation. Sometimes, even it struggled to act coherently, e.g. when its own Directora-
tes-General repeatedly and openly disagreed on the 2030 reduction targets.

Policy Design Intentions

It is a truism that policy design is an inherently constrained activity (Bobrow, 2005; Peters, 2018). All
actors were forced to operate within exogenous constraints arising from prevailing legal and political in-
stitutions. But our forward-tracing approach also detected significant constraints of a more endogenous
nature. For example, the EU has a set of historically well-defined instrument preferences (see Chapter 3)
which it continually struggles to escape. It is telling that with the sole exception of emissions trading,
there are still virtually no environmental market-based instruments and voluntary agreements at EU le-
vel. And second, we revealed that once an instrument sequence has been initiated, the search for alterna-
tives occurs on a terrain that has been altered by those policies. One of the most well-known design re-
commendations in the environmental policy instrument literature is that designers should start with the



least intrusive instruments and only then move along the coerciveness spectrum (Howlett, 2019). By exa-
mining the feedbacks generated by individual instruments, we have revealed how the instrument toolbox
on occasions becomes steadily more endogenous over time, i.e. once an instrument sequence takes hold8

(amongst our cases, emissions trading and the regulation of car emissions after 1999), it significantly af-
fects subsequent choices.

Amidst these complex and fluid alliances, a long-running battle has been waged at the level of poli-
cy paradigms between environmentalists wanting to accelerate and deepen decarbonisation, and a range
of incumbent players demanding to slow and/or narrow its scope (Goldthau et al., 2019: 31). Importan-
tly, in policy design terms, the battle was not simply between environmentalists fighting for greater dura-
bility and incumbent players seeking flexibility; things were altogether more complicated. Sometimes,
actors favouring deeper decarbonisation such as the European Commission aimed to retain some flexibi-
lity to prevent existing policies from becoming outdated or misaligned with changes in technology (e.g.
the review requirements in the voluntary agreement). Meanwhile, at some points industry groups prefer-
red more policy durability to squeeze more income from their existing investments – in diesel-powered
cars, for example, or first-generation biofuels.

As the process of design unfolded, various actors sought to shape the adoption of durability and fle-
xibility devices to alter the timing and direction of the policy sequence and thus the broader decarbonisa-
tion transition. In Chapter 2, we outlined the conceptual distinction between durability devices and flexi-
bility devices at different levels of policy. Policy programme-level durability devices include long-term
targets to breed confidence that a particular direction will endure. At the level of specific instruments, de-
signers can also force polluters to make significant ‘sunk’ investments to make the overall direction more
durable. By contrast, instrument-level devices such as flexibility clauses provide an opportunity, known
by all in advance, to revisit the policy’s design in the light of changing conditions.

In Chapters 5–7 we noted that in everyday governance many of these devices are designed to opera-
te at the level of specific instruments. With regards to promoting durability, Figures 9.1–9.3 usefully re-
veal how the stringency, scope and timeframe of the goals embodied in the instruments changed as the
respective sequences unfolded. Monitoring clauses were a near standard design feature of all the instru-
ments. Their role in facilitating interpretive feedback mechanisms was noted above. The use of instru-
ment-level flexibility devices was also apparent in all three sequences. For example, Article 30 of the
2003 Emissions Trading Directive required the Commission to draw up an ex post evaluation by a speci-
fic date (30 June 2006), ‘accompanied by [new] proposals as appropriate’. This gave the Commission an
opportunity to document the failings of the existing instrument and initiate a new round of policy making
without having to wait for the Member States to offer their blessing. Finally, relational contracts bound
the Commission to act in a particular way, e.g. maintain the regulatory approach to car emissions gover-
nance after 2009. Of course, in practice, the Commission was never able fully to control the instrument



sequences because unintended consequences inevitably began to emerge and affect the prevailing design
space. However, it repeatedly extolled the need for a coherent, long-term perspective. According to the
two most senior officials in DG CLIMA who oversaw the design work:

Policymaking on the basis of facts and figures […] [and] an active engagement with stakeholders [was]
[…] more rewarding than overly concentrating on what is considered politically opportune in the short
term

(Delbeke and Vis, 2015: 2).

It is also worth noting that the devices that were eventually adopted were generally of a manual rather an
automatic nature. Although on many occasions the Commission tried to introduce greater automaticity
(e.g. in the early stages of the biofuels and emissions trading sequences), it was almost always opposed
by Member States. Other than comitology (which on occasions spectacularly failed to deliver rapid poli-
cy amendment),9 the only automatic devices that were adopted (namely the linear reduction factor, the
Market Stability Reserve and automatic allowance cancellation in relation to emissions trading, and the
gradual phasing out of first-generation biofuels) arrived relatively late in the respective sequences when
policy was effectively already quite durable.

We shall say more about precisely how the EU engaged in long-term design in the next section. But
as part of that endeavour, did the EU – and specifically the Commission – consciously design policies to
generate particular feedback effects, which was the more specific dimension of intentionality raised by
Pierson (1993: 624)? More often than not, the Commission’s proposals were framed in terms of the need
to generate broad environmental outcomes – specifically greenhouse gas reductions10 – or attain generic
objectives such as preserving the single market. There were, however, some hints in design-related docu-
ments that acknowledge the importance of cultivating the political support of key players. For example,
the Commission’s (2001: 17) proposal on biofuels noted the importance of nurturing ‘the investment re-
quired to promote sufficient quantities of biofuels’ and likened the relationship between investment and
policy durability to a chicken and an egg (p. 3). Later in the sequence, the opening recitals (paragraph
14) of the 2009 Renewable Energy Directive underlined the value of securing greater ‘certainty for inve-
stors’ in all types of renewable sources. And in preparing proposals to adapt the 2003 Emissions Trading
Directive, the Commission emphasised the importance of ‘creating the right incentives for forward loo-
king low carbon investment decisions by reinforcing a clear, undistorted and long-term carbon price si-
gnal’ (COM (2008) 16: 3). Therefore, the answer to Pierson’s question is probably no: designers did not
intentionally design policies to produce certain political feedback effects, although given the increasing
political salience of deep decarbonisation, this topic merits further research.11

The Policy Design Process: A Summary



Policy feedback scholars have generally evinced more interest in the politics that emerge after the enact-
ment of a policy; all too often, the ‘pre-policy’ period, encompassing the policy formulation and deci-
sion-making stages of design, are bracketed off (Peters et al., 2005: 1277).12 However, by adopting a for-
ward-tracing approach that links formulation to feedbacks, we have been able to shed light on two im-
portant aspects of policy durability that until now have mostly lain in shadow. First of all, we have de-
monstrated that policy durability and flexibility are not simply fixed policy attributes to be used by policy
scientists to describe policies – i.e. as more durable (or flexible) than others. In real-world design proces-
ses, actors readily adopt and agitate for the adoption of their own interpretations of durability; hence, its
real-world meaning is the focus (and outcome) of political debate and conflict. Furthermore, because of
policy feedback, these struggles have a tendency to shape the design of the next amendment in a policy
instrument sequence.

Second, we have shed new light on just how uncertain and contingent the formative moments in
some sequences are. Even instrument sequences that may now appear with hindsight to be relatively loc-
ked in (emissions trading, for example, or car emission regulation after 2009) may initially have had ra-
ther uncertain origins, particularly in hyperconsensual policy-making systems such as the EU which are
riddled with veto points and inhabited by many powerful incumbent actors. There are many durable poli-
cies in the world today (Adam et al., 2019). But durable and effective policies that do not succumb to
drift are much rarer; they certainly do not appear to readily ‘design themselves’ (Howlett and Lejano,
2013: 367). Rather, the EU institutions have had to struggle long and hard to build more durable instru-
ment sequences. In the initial, formative moments the overriding aim was to make the most of available
policy widows and get something – and on occasions anything – adopted, and then build up from there.13

During the early stages of all three sequences, adoption was the overriding priority, perhaps alongside
avoiding strong initial negative feedbacks that could conceivably have imperilled the policy’s very survi-
val (Mukherjee and Giest, 2017: 275).14 Even once the sequences had evolved, the level of stringency
changed more regularly than the instruments’ scope (see Figures 9.1–9.3), hinting at the existence of
more systemic limitations to the prevailing design space. Technologically and politically challenging is-
sues (such as how to reduce emissions from heavy lorries or international airlines, or reduce the underly-
ing demand for car travel) were repeatedly kept outside the scope of policy design discussions to ensure
the survival of the sequence, thus revealing how near-term compromises may, on occasions, buy much
needed time and political space to build longer-term policy durability.

9.5 Policy Durability

The Dimensions of Durability



Durability is commonly equated with persistence and steadfastness. In Chapter 1 we noted how there is a
common assumption amongst policy scientists that durability is relatively common, albeit with some am-
biguity about its precise meaning. In Chapter 1, we therefore tried to introduce more clarity and precision
to the debate by distinguishing between three dimensions of durability:

1. Its means, as measured by how long its implementing instruments last. An instrument is not dura-
ble if it is rapidly weakened or even completely dismantled.

2. Its objectives, as measured by their stability over time. A policy is unlikely to be durable if its
overriding objectives are rapidly and significantly amended over time.

3. Its outcomes, as measured by how far they are delivered over time. Policies are unlikely to be du-
rable if they fail to generate substantive outcomes and/or succumb to policy drift.

The first dimension arises from the recognition that the most common entry point for designers wishing
to build more durable designs is often at the level of specific instruments, rather than long-term goals and
policy programmes (Levin et al., 2012: 132). Policy sequencing, it has been claimed, is (and indeed
should be) the norm, not single ‘big bang’ policies (Levin et al., 2012: 125) that seek to fix long-term tar-
gets. Our forward-tracing focus on instruments has generated new insights into how designers actually
go about crafting policies that seek to lock certain aspects into place, whilst providing sufficient flexibili-
ty to prevent policy drift and redundancy (Jordan and Matt, 2014). In Chapter 8, we revealed that every
single one of the fifteen instrument changes in the three sequences surpassed a very basic durability thre-
shold (i.e. surviving the standard EU legislative term of five years). In fact, the vast majority lasted well
over eight years, even the dismantled voluntary agreement on cars. In the previous sections, we also no-
ted how each one has been designed in such a way as to balance demands for durability and flexibility.
Two obvious cases in point are the Emissions Trading System (Woerdman et al., 2015: 74) and the poli-
cy on biofuels (Egelund Olsen and Ronne, 2016: 181), each now constituting complex policy sub-areas
in their own right, with distinct rules, terminologies and temporal rhythms.15

In theory, designers can accept Levin et al.’s (2012) advice and opt to build path-dependent policy
interventions by continuing to work only at the level of instruments. In Chapter 3, we noted that in the
formative moments of EU policy in the 1980s and 1990s, the Commission did rely on such a strategy,
focusing on areas of ‘low politics’ such as monitoring, evaluation and the calibration of standards cove-
ring white goods such as fridges. Such a strategy corresponds to the ‘Monnet method’ of deepening Eu-
ropean cooperation ‘by stealth’ (Jordan and Adelle, 2013: 382). However, our forward-tracing and multi-
element approach to understanding design has also revealed how in seeking to balance durability and
flexibility, the EU has sought to adjust other policy elements, specifically policy-programme-level goals
and targets (‘the durability of objectives’ – the second dimension noted at the beginning of this section).
There have been two notable features of the EU’s behaviour. First of all, as well as crafting specific in-



struments, the European Commission has pushed the EU – and specifically Heads of State in the Eu-
ropean Council – to adopt longer-term goals and targets – e.g. relating to 2000, 2020 and 2030. We re-
peatedly uncovered evidence that the EU Heads of State signed up to such targets (such as the 20% by
2020 renewables target) without fully appreciating their near-term implications (see also Buchan, 2009:
137). Only later, when the Commission started to back-fill the targets with new and/or reformed instru-
ments, did the political implications of adopting them become fully apparent. At that point, the Commis-
sion sought to use its exclusive power of initiative to speed up the process, pushing designers to reach
agreement by presenting an upcoming international conference as a non-negotiable decision point. In ef-
fect, it employed what Gibson and Goodin (1999, 363) have termed the veil of vagueness – pushing for
agreement on programme-wide durability and flexibility devices (time-limited targets, strategies and re-
vert clauses) whilst deliberately leaving the detail about their implementation for another day (Jordan et
al., 2010: 203). At other times, the Commission used its power of initiative to forestall conflict by with-
drawing (or not publishing) a proposal to slow down the policy design process. By delaying the adoption
of new long-term targets (e.g. for 2030) until it was politically propitious to do so, the Commission was
able to prevent internal conflict from escalating to the point that design entirely broke down.

Second, designers in the EU have come to realise the importance of working across different levels
of governance at the same time (Levin et al., 2012: 133). With the benefit of a thirty-year perspective on
climate policy design, we have been able to reveal how developments in international, EU and national
policy did not simply co-evolve, but actively fed off one another (Oberthür and Pallemaerts, 2010: 27).
For example, before the early 2000s the EU lagged behind UN policy; the Commission used this as a
stick to drive Member States towards more stringent internal policy designs. After the US government’s
withdrawal from the Kyoto Protocol in 2001, the EU came under international pressure from other coun-
tries to step into the vacuum and adopt a lead-by-example approach. Each successive international mee-
ting then became a focal point for engineering internal agreement on new design activities to ensure the
EU’s international credibility. After a particular international meeting (such as the one in Berlin in 1995),
policy designers favouring stronger internal action used the agreements struck there as a ‘force majeure’
(Jordan et al., 2010: 205) to drive the rest towards stronger internal targets, policies and measures.

By constantly looking for and exploiting windows of opportunity at multiple levels of policy and
governance, the Commission was able to foster and maintain a sense of ‘irreversibility’ amongst a suffi-
cient number of key actors (Eberlein and Radaelli, 2010: 788), thus displacing potentially awkward poli-
tical conflicts into the future or to other policy venues. In doing so, long-term targets were gradually mo-
ved in a more stringent direction (or stayed the same), instrument sequences were sustained and losers
kept on board using a mixture of concessions such as the delayed entry of a new standard.

The third and final dimension relates to the durability of policy outcomes. At a broad level, the EU
is now decarbonising. Its greenhouse gas emissions are in long-term decline (Delbeke and Vis, 2015: 3),



it easily fulfilled its 2012 reduction target and is on track to fulfil its 2020 emission reduction target
(EEA, 2018). However, the current portfolio of policies and near-term targets is insufficient to ensure
that the EU fulfils its more demanding targets for 2030 and 2050, let alone achieve deep decarbonisation
(‘net-zero’ emissions) by 2050 (a long-term goal which in 2019 began to be actively debated amongst the
EU institutions – see Chapter 3).

The three sequences neatly illustrate many of the practical difficulties that the EU has experienced
in delivering durable policy outcomes. If we start with biofuel, the much-vaunted internal market in bio-
fuel remains highly fragmented and the 10% target (by 2020) will be very challenging to fulfil, in spite of
the immense effort that has been invested in policy design processes since 2000. In 2017, the EU’s stati-
stics agency Eurostat (2017) declared that the EU had only achieved a 6.7% share of transport fuels in
2015 as against 1.4% in 2004. As regards actual emission reductions – the overriding justification for ini-
tiating the sequence in the first place – the complexities associated with tracking emissions along com-
plex supply chains means that the EU may never know what the net outcomes of its design efforts were.
It is telling that some of the large incumbent players such as the oil and gas producers are beginning to
invest significant resources to develop third-generation alternatives (Raval, 2019), but the long promised
‘breakthrough’ (COM (2015) 293: 16) to achieve ‘clean’ biofuels still appears a long way off (Royal
Academy of Engineering, 2017: 21).

The emissions trading sequence has undoubtedly reduced emissions but not to the extent that many,
including the main designers in the Commission, originally hoped. Chapters 4 and 6 catalogued the long
litany of problems that have been experienced, culminating in long periods when allowance prices hove-
red just above zero (Sandbag, 2019). However, it is inherently uncertain what the future holds for allo-
wance prices and thus the policy’s long-term effectiveness at driving decarbonisation. And yet, in spite
of the modest outcomes generated, the ETS remains firmly in place – seemingly politically too big to di-
smantle, but for many years too ineffective to set the EU firmly on a trajectory to net zero emissions by
2050.

Finally, average fleet-wide CO2 emissions from cars are falling in line with increasingly stringent
targets and deadlines contained within EU policies, but several manufacturers may struggle to fulfil even
their near-term obligations, which could result in some incurring significant fines after 2021 (Campbell,
2017). The greenhouse gas emissions from trucks and buses have only recently been addressed by desi-
gners (Delbeke and Vis, 2015: 83), a tricky challenge given that the main alternative to diesel (electrifi-
cation) is not as easy to deploy as it is in the car segment of the sector. Furthermore, there remains a si-
gnificant risk of policy drift across the sector. The Commission has conceded that a much faster and
more ‘holistic’ approach to deep decarbonisation is urgently required, encompassing the way in which all
vehicles are produced, fuelled and disposed of (COM (2016) 501). Certainly, the longer that diesel vehi-
cles remain on the roads of Europe, the more challenging it will be to address local air pollution pro-



blems in towns and cities. In Chapter 7, we noted that systemic change is beginning to occur in some
parts of the sector, as more manufacturers switch to selling electric and hybrid cars. It is telling that VW
– the company at the epicentre of the Dieselgate scandal – has committed itself to becoming the world’s
largest producer of such cars. Even so, there is a seemingly ever-present risk of drift – that any environ-
mental improvements made are eaten up by the relentless increase in car ownership and distances travel-
led (EEA, 2015: 24). The EEA has repeatedly underlined the need for a systemic shift towards public
transport, sharp reductions in air travel and strenuous efforts to reduce the demand for road transport
(EEA, 2016). As yet, the EU has barely begun to deliver it.

Policy Durability: A Summary

Policy durability is often equated with policy lock-ins and hence undesirable forms of rigidity. In econo-
mics, durability is chiefly viewed in terms of setting very long-term targets (known as pre-commitment
strategies) and/or establishing independent institutions (akin to central banks). Amongst policy scientists,
durable policies are those that ‘tie the hands’ of target groups (Patashnik, 2008: 167; see also Levin et
al., 2012). However, we have revealed that in everyday policy design processes, deep decarbonisation
entails the adoption of policies that are durable in some respects, but also flexible in others.

Our forward-tracing approach has usefully revealed how the EU has sought to strike a dynamic ba-
lance between the two. The incorporation of flexibility and durability devices within individual instru-
ment sequences has, however, proven to be a complex and iterative challenge, encompassing many ele-
ments of policy and levels of governance. We have demonstrated that policy durability in the EU is a
multi-dimensional phenomenon, encompassing three key dimensions – policy means, policy objectives
and policy outcomes. The first of these is widely understood in existing scholarship. Our findings de-
monstrate that it is probably also the easiest of the three to address in practice. In EU climate policy, pro-
gramme-level objectives have also tended to be rather stable over time. The durable, ongoing delivery of
satisfactory outcomes has long been the Achilles heel of EU climate policy. Yet arguably, the most diffi-
cult challenge of all has been to ensure that policy sequences simultaneously perform strongly against all
three dimensions. Of the three sequences, the one addressing biofuels has performed the least satisfacto-
rily in this regard, being trapped in the policy equivalent of a cul-de-sac. However, for various reasons,
all three sequences have failed to deliver the environmental outcomes that were originally promised.
Drift is normally thought of in terms of the ability of a given policy to adapt to the changing world
around it. What was particularly striking about the three policy sequences was that the pressure to adapt
emerged as much from endogenous dynamics as exogenous ones (namely, the economy, environmental
quality etc.). Thus in the biofuels area a key pressure derived from rapid changes in the scientific under-
standing of its environmental consequences, for emissions trading it derived from the changing allowan-
ce price and in the car sector it arose from the public’s preference for particular vehicles (diesel or petrol,



large or small). Evidently, simply keeping pace with a policy’s own unfolding feedbacks constitutes a
significant policy design challenge in itself, even before any exogenous factors are considered.

And yet, in spite of all these setbacks, the decarbonisation policy paradigm in the EU has remained
relatively immune to sustained political challenge. In fact, after over three decades of policy design acti-
vity the EU arguably remains the world’s only consistent leader in international climate politics. There is
a live debate amongst scholars on how best to design policies (Iacobuta et al., 2018: 18; Pahle et al.,
2018; Schmidt et al., 2018; Rosenbloom et al., 2019: 170). Our analysis reveals that it involves crafting
policy designs that are able to anticipate and weather changes, be they endogenously and/or exogenously
derived. A significant – but greatly overlooked – aspect of the EU’s overall approach has been the near
continuous backwards and forwards movement between the main sub-elements of policy – long-term
goals, policy programmes and instruments. This recursive strategy is how the EU thinks about ‘the big
things while doing the small things, so that all the small things move in the right direction’. It is a strate-
gy to achieve active durability, through which different policy elements are combined in such a way as
the overall package is ‘sufficiently robust to sustain [a] degree of modification and still accomplish its
desired goals’ (Peters, 1999: 86). When durability is actively accomplished through myriad interconnec-
ting elements, even strong negative feedbacks may serve a positive political function. They are akin to
policy alarms, alerting designers to the fact that broader programmes and paradigms are under mounting
political pressure. The alarms prompt key designers such as the Commission to re-orient instrument se-
quences to safeguard the broader programmes and, perhaps even more crucially, maintaining the overar-
ching policy paradigm.

9.6 Final Reflections and New Directions
Policy feedback is a key piece of the broader puzzle of how to understand and ultimately deliver greater
durability in instruments, objectives and outcomes. In this book we have sought to go beyond the very
general argument that policy somehow reshapes and re-orientates politics to offer more conditional ex-
planations on how it feeds back into political life, through what mechanisms, in what directions and with
what effects including, crucially, on the original policy. In doing so, we have developed and tested new
definitions of key terms and concepts drawing on fresh empirical work in an area (climate change) and
institutional setting (the European Union) that have been largely overlooked by policy feedback resear-
chers in the past (Béland and Schlager, 2019: 201). By investigating the relationships between specific
policy designs and feedbacks, we have identified new and potentially fruitful ways to significantly ad-
vance Pierson’s (1993) original research programme. In making new theoretical and conceptual linkages
between policy durability and policy feedback – two sub-areas of the policy sciences that have largely
developed along separate tracks – we have identified a rich new agenda for future research.



Which topics merit further analysis? Three, in particular, stand out. One is the relationship between
policy and politics. It is worth recalling that while the title of his 1993 article referred to policy feedback,
Pierson (1993: 596) was mainly motivated to better understand everyday politics, not policy. We have
confirmed that a great deal of everyday politics is shaped by previous policy interventions (see also Ja-
cobs and Mettler, 2018: 358). But we have also demonstrated that the resulting political effects on actor
identities, preferences and capacities subsequently feed back into and shape the politics associated with
the next round(s) of design. As such, policy feedback research also greatly enriches our collective under-
standing of policy as well. It is fair to say that most policy scientists have not grasped the importance of
this point as fully as they could and should have done. First of all, our work informs research on the se-
lection, adoption and redesign of instruments, a classic topic that is rightly enjoying a renaissance (How-
lett and del Rio, 2015: 1234–1235). The instrument sequences described in this book confirm that there
is an inescapably historical dimension to policy instrumentation that is all too often neglected in favour
of static typologies and one-off snapshots. We have also shown that the tension between flexibility and
durability is resolved through employing a whole series of devices that have largely been unreported in
the policy instruments literature. Our typology of the main devices could be used to study a much wider
array of instrument types and design situations.

Our findings also inform broader policy theories, the majority of which do not explicitly attend to
the relationship between feedback and durability (Béland and Schlager, 2019: 185). Unlike mainstream
accounts of policy change (which stress the importance of exogenous drivers in generating significant
change), our forward-tracing approach has usefully drawn attention to the role played by endogenous
sources of change, which over time may have slow moving but ultimately significant effects. The desta-
bilising effects of the Dieselgate crisis, the persistently low price of allowances in the ETS and the cross-
sectoral campaign against biofuel certainly cannot be fully appreciated without thinking about the inte-
raction between exogenous and endogenous factors. An increasingly popular way to understand the role
of such gradual policy changes is to employ the terminology of institutional layering, drift and conver-
sion (see e.g. van der Heijden, 2011). Although we could have employed this terminology to describe the
three sequences,16 our forward-tracing approach has the potential to explicate and explain the recurrent
processes of policy feedback and policy change in much finer detail.

Our study also identifies opportunities to make new linkages between the literatures on policy dura-
bility, feedback and design. Policy design is commonly thought of as being characterised by failure and
disappointment – of doing little more than ‘tilting the odds’ in favour of important new societal objecti-
ves such as deep decarbonisation (Bobrow, 2005: 78). While it is undoubtedly true that incumbent inte-
rests do enjoy significant agency to block or deploy policy change, including via forms of negative feed-
back (Béland and Schlager, 2019: 190), so too do those advocating for faster and deeper decarbonisation.
For example, we have demonstrated how the European Commission has developed a whole repertoire of
design actions: offering concessions to bring on board losers and thus ensure that instrument sequences



are maintained (Goldthau et al., 2019: 30); slowing down or speeding up decision making; moving insti-
tutional venues or shifting the focus of design discussions from the instrument level up to the policy pro-
gramme level and back again. Indeed, the manipulation of time itself (Nowotny, 1994: 145) may well be
one of the most powerful – but least appreciated – tactics in its toolbox of policy design. By shifting the
focus ten or twenty years into the future and then back again, this strategy not only avoids becoming too
bogged down in bitter contemporary political battles, but shapes future expectations about what may
eventually be possible and desirable in the fullness of time, be that much cleaner and quieter cars powe-
red by electricity or biofuels sustainably produced from algae (Rosenbloom et al., 2019: 174). Mettler
and SoRelle (2014: 152) are surely correct in arguing that new research on these kinds of design activi-
ties could greatly inform our understanding of how current politics shapes future design possibilities, and
vice versa.

The second topic which merits further research is the unfolding relationship between policy and
technology. In Chapter 2 we noted how the literatures on technologies, socio-technical systems, policy
feedback and path dependence have indirectly informed one another (Hess, 2014; Seto et al., 2016: 435;
Edmondson et al., 2018; Roberts et al., 2018; Schmidt and Sewerin, 2019). Our analysis has certainly
shed new light on the deeply contingent roles played by governments and other state actors in initiating
and accelerating decarbonisation transitions. That role goes significantly beyond the rather narrow one
envisaged in the socio-technical transitions literature – essentially of creating protective niches in which
new environmental technologies can emerge (Hess, 2014: 279) – to encompass the near constant inter-
ventions that designers make to steer ongoing policy sequences towards deeper and faster decarbonisa-
tion. In that regard, we have shown how small and seemingly inconsequential differences in policy desi-
gn – an additional flexibility clause here or a requirement to perform an ex post evaluation there – may
become politically consequential in the fullness of time (Kemp and Pontoglio, 2011).17 Our work cer-
tainly resonates with (but adds considerably more nuance to) the claim that transitions are heavily shaped
by the conflict between broad coalitions of actors (Hess, 2014: 282), by revealing the importance of poli-
cy feedback effects from previous policies.

At the same time, policy scientists could benefit from engaging more positively with transitions
scholars in order to understand how technologies and associated market structures shape the politics of
policy design. Usually policy scientists in general (and policy feedback scholars in particular) tend to
bracket off these aspects (Béland and Schlager, 2019: 190).18 But across all three sequences, basic tech-
nological differences (such as between electricity generators and energy-intensives, different electricity
companies, or manufacturers of diesel and electric cars) were a significant contextual factor that not only
shaped initial actor preferences during the formative moments of policy design, but greatly mediated the
ensuing feedbacks (Kelsey, 2018: 616).19

The third and final topic concerns the role of the wider public. The effects of welfare state policies
on mass publics has become a standard feature of the contemporary policy feedback literature, and one in



which significant intellectual advances have recently been made (Béland and Schlager, 2019: 191). In
Chapter 1, we explained our rationale for bracketing off such mass effects. To a very large extent it was
justified, as the formulation, adoption and refinement of policy instruments did largely occur within non-
majoritarian venues well away from the public’s gaze. Other than the big international meetings at Cope-
nhagen and Paris, other endogenously structured focusing events such as the Dieselgate crisis or the
cross-national campaign against ‘dirty’ biofuels, policy durability was largely shaped by elite actors ope-
rating in elite venues. However, neither deep decarbonisation nor, for that matter, European integration
can be assumed to be truly durable goals if they fail to win and secure the support of the wider public.
The EU’s declining support amongst voters and the associated rise in anti-EU politicians and parties is
already widely known and understood (Jordan and Adelle, 2012: 382–383).20 What is not so well appre-
ciated – and hence would make a good topic for future research – is how these issues interconnect with
and are shaped by the feedback from existing and new policies (Skocpol, 2013), particularly those that
seek to decarbonise areas of private life such as diet, thermal comfort and mobility that lay so far outside
the EU’s current design space that they have barely been touched by policies in the past.

In view of what is known about the subtle, long-term effect of policies on mass publics (see Chapter
1), two potential scenarios are possible, which could form the focus of a new programme of research.
The first is that new policies provide an opportunity for designers to build stronger public support for
both European integration and deep decarbonisation by explaining the need for and collective benefits of
EU-wide action (Patt and Weber, 2014: 226), i.e. positive policy feedback. The second is that the adop-
tion of more stringent policies is used by opponents of European integration to blunt the EU’s policy am-
bitions by sowing doubts in the minds of voters about the benefits of deep decarbonisation, i.e. negative
policy feedback. In Chapters 5–7 we noted how the lack of agreement in and with the European Parlia-
ment in the 2010s significantly slowed down the adoption of amendments, significantly limiting the EU’s
ability to recalibrate its existing policies to ensure that EU climate policy as a whole remained durable.
Given its importance in driving forwards international climate politics and policy making in pursuit of
net zero emissions, the EU’s ability to manage these internal tensions could well have a significant bea-
ring on the extent to which the world avoids dangerous climate change in the years ahead.

Endnotes

1 Hence going beyond what Pierson (2006: 124) termed analytical ‘demonstration projects’.

2 And of course subsidies, which are not in the EU’s environmental policy toolbox (see Chapter 1).

3 For example, by forcing polluters to make upfront investments in certain pollution control technologies re-
quired by the policy. In doing so, they are actively supporting the durability of the policy (see Chapter 2 for



details).

4 The closest example being the capping of the expansion of first-generation biofuels.

5 In fact, they were forced to provide special concessions to opponents such as continued free allocation.

6 A policy paradigm ‘specifies not only the goals of policy, and the kind of instruments that can be used to
attain them, but also the very nature of the problems they are meant to be addressing’ (Hall, 1993: 279). It
equates to a policy’s ‘overarching orientation’ (Rosenbloom et al., 2019: 169).

7 See also Oberlander and Weaver (2015: 58).

8 And especially those that foster strong positive policy feedbacks.

9 The attempt to backload emission allowances being the best example (see Chapter 6).

10 To stray too far from these could, of course, run the risk of acting ultra vires.

11 For example, through interviewing policy designers about their motivations and understandings.

12 And similarly, the policy formulation literature brackets off policy feedbacks (Jordan and Turnpenny,
2015).

13 On the formidable obstacles to policy adoption, see Weaver (1988: 212).

14 Figure 8.4 revealed that, in general, the second instrument in each sequence lasted considerably longer
than the first.

15 Thus echoing Salamon’s (2002) earlier point that often in policy instrument design the political price paid
for securing adoption is greater technical complexity.

16 Until recently, emission trading exhibited evidence of policy drift whereas biofuels involved repeated
layering. By contrast, the car emissions example provides the only example of displacement – when the in-
strument sequence flipped from voluntary to regulatory.

17 A recent systematic review of literature concluded that inter-instrument differences are indeed less decisi-
ve in shaping effects than the internal design of single instruments (Kemp and Pontoglio, 2011: 34).

18 And, in fact, private actors more generally.

19 Such as the basic choice between ‘working within’ or ‘working outside’ the existing policy sequence (see
Chapter 1).

20 This area is ripe for new research drawing together different strands of the policy feedback literature. It is
an open question as to whether European voters regard the EU in much the same way as some US voters per-



ceive their government to be a ‘submerged state’ (Mettler, 2011), that delivers policy benefits to them in a re-
mote and hidden manner.
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